arXiv:2508.18503v2 [math.ST] 12 Nov 2025

Minimax Analysis of Estimation Problems in Coherent Imaging

Hao Xing', Soham Jana', and Arian Maleki

Abstract

Unlike conventional imaging modalities, such as magnetic resonance imaging, which are often
well described by a linear regression framework, coherent imaging systems follow a significantly
more complex model. In these systems, the task is to estimate the unknown image =, € R”
from observations y1, ...,y € R™ of the form

y=AXw+z, =1L,

. . . . iid.
where X, = diag(x,) is an n x n diagonal matrix, wi,...,wy, N N(0,1,,) represent speckle
noise, and 21, ..., 2y, B N(0,02%1,,) denote additive noise. The matrices Aj, ..., Az, are known

forward operators determined by the imaging system.

The fundamental limits of conventional imaging systems have been extensively studied
through sparse linear regression models. However, the limits of coherent imaging systems re-
main largely unexplored. Our goal is to close this gap by characterizing the minimaz risk of
estimating x, in high-dimensional settings.

Motivated by insights from sparse regression, we observe that the structure of x, plays
a crucial role in determining the estimation error. In this work, we adopt a general notion
of structure based on the covering numbers, which is more appropriate for coherent imaging
systems. We show that the minimax mean squared error (MSE) scales as

max{o?, m?, n?} klogn

)

m2nL

where k is a parameter that quantifies the effective complexity of the class of images.

1 Introduction

1.1 Motivation and main objective

Coherent imaging technology, which uses coherent light sources such as lasers to illuminate the
object of interest, underpins many modern imaging systems. Examples include Optical Coher-
ence Tomography (OCT) Schmitt et al. (1999), ultrasound imaging Achim et al. (2001), Synthetic
Aperture Radar (SAR) Lopez-Martinez and Fabregas (2003); Dasari et al. (2015), digital holog-
raphy Bianco et al. (2018), and near-infrared spectroscopy (NIRS) Ortega-Martinez et al. (2019).
Compared to other imaging modalities, coherent imaging systems are affected by a complex form
of distortion known as speckle noise Racine et al. (1999).
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The general mathematical problem that arises in coherent imaging systems is to estimate a
signal or image x, € R’} from measurements y of the form

y=AX,w + z, (1.1)

where X, € R™" is a diagonal matrix whose diagonal elements are the same as x,, w € R",
and z € R™ represent the speckle and additive noises, respectively. In this model, A € R™*"
is a known matrix, called the forward operator of the imaging system. Note that, compared to
linear regression problems, which are popular for other types of imaging such as MRI and CT, the
relationship between y and x, is further distorted by the speckle noise w. In many applications,
the speckle noise is “fully developed,” which means that the elements of w are i.i.d. N(0,1). A
standard model for the additive noise z is also that it has i.i.d. N(0,02).

Before discussing our modeling assumptions, we first highlight an essential technique in coherent
imaging systems, namely multilook or multishot measurements. It is widely recognized in the
coherent imaging community that estimating x, from a single measurement of the form in (1.1)
is challenging, and in most applications the reconstruction quality is insufficient. Therefore, in
many settings, such as SAR and digital holography De Vries (1998); Argenti et al. (2013); Bate
et al. (2022), multiple measurements of the same scene are acquired. More specifically, one collects
measurements vy, ..., yr, of the form

y=AXw +z, (=12 .,L (12)

where L is referred to as the number of looks, and Aq,..., A, represent the forward operators of
different shots. There are a few points that we should clarify about this multilook system:

e In practice, effort is made to ensure that w,ws,...,wy are independent of each other.
Similarly, the additive noise vectors z1, ..., 2y, are typically assumed to be independent across
measurements and also independent of wyq, ..., wy.

e The forward models across looks may differ or be the same, depending on the technology
used. For instance, if the wavelength of the illuminating light changes, then different A;’s will
be observed, but if phase masks are used on the path of the illuminating light, then we will
haveA1 :A2:-~~:AL.

In our mathematical model, we assume that the variance of the speckle noise is equal to 1.
This is without any loss of generality. Consider the case where the standard deviations of the
multiplicative noise and the additive noise are o, and o,, respectively. Then, by dividing the
sensor measurements y; by o,,, we obtain an equivalent system of measurements:

Y = AX,w; + 2.

Here we have defined g; := 2 w; := 2%, 2, := ZL. As a result of this transformation, we have

@~ NO,D), 2~N(0,%1),

which is consistent with (1.2). Hence, without a loss of generality, we set the variance of the speckle
noise to 1 and discuss the changes in o,.

Despite the widespread use of coherent imaging technology across many applications, the theo-
retical aspects of the associated estimation problems remain largely unexplored. The main goal of
this paper is to help fill this gap by addressing the following questions:



1. How do m,n, L and o2 affect the accuracy of the estimates of x,?
2. Is there any gain in using different Ay, As, ..., A compared to the case A1 = Ay = ... = Ar?

3. How do additive and multiplicative noise compare in their impact on the estimation error?

To address these questions and to provide insight into the estimation challenges that arise in
coherent imaging systems, we seek to characterize the minimax risk associated with this problem.
In particular, we aim to quantify

o~ 2
r—x
Ry(C,m,n,0?) := inf sup E 12 = zollz , (1.3)
T x,eC n
where & is any measurable estimate that has access to y1,...,yr and Ay, Ao, ..., Az, and C denotes

the set of all possible options for x,. Prior work in sparse linear regression and compressed sensing
shows that the minimax risk is strongly influenced by the choice of C. In the next section, we first
describe our choice of C, and then discuss our contributions and our responses to the questions we
raised above.

1.2 Notations

Throughout the paper, for the sake of clarity, all matrices of sizes m x n, m x m, and n x n (without
dependence on the number of looks L) are represented by uppercase italic letters such as A;, ¥,
and X. We use boldface uppercase letters, e.g. A, B and 3, when the sizes of matrices depend on
L. These matrices are often constructed by stacking matrices of smaller sizes and may have sizes
such as mL X (m +n)L and (m +n)L x (m + n)L. For a matrix A, omax(A) and opyin(A) denote
the maximum and minimum singular values of A. Furthermore ||A|ly = omax(A) and || Al|g denote
the spectral norm and Hilbert-Schmidt norms of A, respectively. Boldface lowercase letters such
as « are used for vectors for sizes m or n (again, no dependence on L). Arrows above the vectors
emphasize that the dimensions of the vectors depend on L. Again, such vectors are constructed by
stacking L lower-dimensional vectors. For a vector © = (z1, ..., 7,), we let &% := (22,...,22). Given
two sequences {an}neny and {b,}nen, we say a, = O(b,), or equivalently a,, < by, b, = Q(ay),
if there exist constants C' > 0, and M > 0, such that for all n > M, |a,| < C|b,|. We say
a, = o(by), or equivalently b, = w(ay,), if lim,_, a, /b, = 0. We write a,, = O(b,) if a, = O(by,)
and b, = O(ay). For a,b € R, we denote (a,blz :=={x € Z:a < x < b}.

1.3 Organization of the paper

In Section 2, we introduce our model, state the main assumptions, and present our primary con-
tributions. Section 3 reviews related work and compares our results with the existing literature.
In Section 4, we provide the necessary preliminaries for our analysis. The remaining sections are
devoted to the proofs of the theorems stated in Section 2.

2 Our main contributions

In this section, we first discuss our choice of the set C in (1.3), and then present our theoretical
results in response to the questions we raised in Section 2.2.



2.1 The choice of C

Inspired by developments in the fields of sparse regression and compressed sensing, we note that
the structure of x,, plays a crucial role in determining the accuracy of the estimates. As will be
clarified later in this section, sparsity is not useful for coherent imaging systems. Hence, in this
paper we work with a more general notion of “structuredness”. This notion allows us to cover not
only the class of k-sparse vectors, but also the more modern classes developed in the field of neural
networks, such as the class of untrained networks. For a compact set C C R™, let N.(C) denote its
covering number under the £5 metric, namely the least number of ¢2-balls covering C..

Definition 2.1. We say that C C R satisfies polynomial complexity of order k if there exist
constants a > 0,b > 0 independent of £ and n such that

b k
N.(C) < (Cm> . (2.1)

Before proceeding, we review several sets with polynomial complexity of order k£ to establish
the usefulness of this definition. The proof of the following results are provided in Appendix A.
Our first example can serve as a proxy for images generated by neural network architectures such
as deep image priors Ulyanov et al. (2018), implicit neural representations Sitzmann et al. (2020),
and autoencoders Bank et al. (2023). These models have been extensively used as reliable and
accurate models for images.

Example 2.2. Consider k < n and let g : R¥ — R™ denote a Lipschitz function with a Lipschitz
constant M. Define
C={xcR"|x=g(d) forsome € [0,1]"}.

k
Then, N.(C) < (M + 1) . Note that when e < 2M+k, we have M +1< M, and hence
k
we can also have N:(C) < (M) .

Definition 2.2 covers a wide range of examples. For instance, in the literature of neural net-
works, it has been conjectured that the output of certain neural networks, such as implicit neural
representation networks Sitzmann et al. (2020) and deep image priors Heckel and Hand (2018) can
generate all natural images as the parameters of the networks change. Note that the number of
parameters of these networks can be interpreted as k£ in Example 2.2. Often times the number
of parameters is much smaller than the ambient dimension of the signal that is generated by the
network. Our second example offers upper bounds for the covering numbers of k-sparse vectors.

Example 2.3. For the set C' = By(1) N Sk, where S = {& € R™ | ||x||o < k}, we have

& k k k
(1) < N(C) < <”) <2+1> < <2n+n> < <?’”) .
€ k € € €
The following example is a slight generalization of the above example that can cover a wide

range of models.

Example 2.4. Let D € R™*" denote a matrix with the maximum singular value oyax(D). Suppose

k
that C C {D | § € Sy N B2(0,1)}. Then, N.(C) < (M) .
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Note that simple applications of the above result are piecewise constant and piecewise polyno-
mial functions. The following lemma, proves this claim for the class of piecewise constant vectors.

Example 2.5. Define D(;) € R"™" as a matrix whose diagonal elements are equal to 1 and the
immediate super diagonal elements are equal to —1. Suppose that for every « € C, D)z €

Sk N By(0,1). Then,
k
2
N.(C) < <3Z> .

Note that if « is a constant vector, meaning that all its entries have the same value, then all
elements of Dqyx except for the last one are equal to zero. Therefore, if we assume that Dz € Sk,
it follows that x is a piecewise constant vector with at most k jumps (changes) in its values.

There are several ways to extend the above example to piecewise polynomial functions of degree
at most P. We do the following simple extension.

Example 2.6. Define D(;) € R"™" as a matrix whose diagonal elements are equal to 1 and the

P41

immediate super diagonal elements are equal to —1. Define D(p, 1) = (D(1))” 7. Suppose that for

every « € C, D(py1)x € S N Ba(0,1). Then,

NC) < <3nP+2>k‘

€

Note that if f : [0,1] — R is a polynomial of degree P, and x; = f(i/n), it follows from a
well-known fact in the theory of forward difference operators (see (Graham et al., 1994, Section
5.3)) that all elements of D(p1)(x) are equal to zero, except possibly for the last P + 1 elements.
Hence, the set C in Example 2.6 can be viewed as discretized piecewise polynomial vectors.

Inspired by all the examples above, in our theoretical results we will be assuming that x, in
(1.1) is from a set C that has a polynomial complexity of order k < n.

2.2 Main theoretical result for independent A;s

As we discussed before, we consider the problem of estimating x, from the observations

y = A Xow + 2z, forl=1,... L, (2.2)
under the assumption wq,ws,...,wr, i N(0,1I), and z g N(0,02I). Our main goal is to
characterize the minimax risk of the estimation problem in (2.2) defined as:

~ 2
Ry(C,m,n,0,) :=inf sup E 12 = zoll; . (2.3)
T z,eC n

Our first theorem obtains an upper bound for this quantity: Let Fg,; 1, denote all subsets of

[Zmin, Tmax)"” Whose e-covering number is upper bounded by (“T”b) .

Theorem 2.7. Suppose that Aj, ..., Ap are independent m x n matrices and have i.i.d. N(0,1)
entries. Suppose that x, € Cr, € Foppn. If mL < n*klogn, then

(2.4)

4,2 2
. [ max(o;,m*,n*)klogn
R2(Cr,m,n,0.) = Oacmax,;rmima,b min ( z y 1

m2nL



The above theorem obtains an upper bound for the minimax risk that holds for any Cp C
[Tmin, Tmax)™ that satisfies polynomial complexity of order k. Before discussing the assumptions
made in the above theorem, let us discuss the sharpness of this upper bound.

Theorem 2.8. Suppose @ > Tmax — Tmin and b > 1. If logm = O(logn), log L = O(logn), and
there exists £ € (0,1/2) such that k¥ < n'~% and that max(c?, m? n?)klogn < m?n'~¢L, then we
have

Sup R2 (C7 m,n, UZ) - Qf,mmaxammin (maX( (25)

ok, m? n?)klogn
Ce}—a,b,k,n

m2nL

Remark 2.9. One can easily extend Definition 2.8 to any a,b > 0. We shall provide rationale in
Section B.

Before we discuss the implications of our result, we discuss some of the assumptions we have
made in the above theorems. A natural question is why we did not adopt the standard notion of
sparsity widely used in sparse regression and imaging systems that fit well within the framework
of linear regression. We mention two reasons below:

1. In imaging sciences, it is often the case that the vector x is not sparse itself. In fact, some
linear transformation of the vector, e.g. wavelet or Fourier transform of « is sparse Donoho
et al. (1995); Donoho and Johnstone (1998a). Suppose that x = Fu, where ||ul|o < k. Then,
in linear regression, one can write the measurement y = Ax + z as y = Au + z, where
A = AF. Hence, the problem of imaging when linear model is accurate, is equivalent to the
problem of sparse linear regression. As is clear, because of the nature of the speckle noise, we
cannot transform the estimation of x from the observation yi,¥y2,...,yr to an estimation
of a sparse vector (with a different design matrix).

2. Because of the nature of speckle noise (that is multiplied by @), the estimation of sparse
signals are easier than the estimation of the non-sparse signals. Intuitively speaking, this is
due to the fact that sparse vectors, automatically remove most of the speckle noises. In other
words, out of the n-speckle noise elements that are often present in these systems, n — k of
them will be multiplied by zeros during the measurement process and will not have a major
impact on the estimation problem. To confirm this intuition rigorously, the next theorem
shows that the minimax risk of estimating sparse vectors from (2.2) is much smaller than the
bounds presented in Theorems 2.7 and 2.8.

Let
S}C’dd = {a: eER" x|y <k,zi=00r 0 <y <x; < (Emax} . (2.6)

C

Tmax;Lmin

Theorem 2.10. If klog(en/k) < m, then there exist constants ¢,
on Tmax and xmin such that

only depending

Zmin?

k

CSC ax ,Lmi
max < min
nL

< RQ(S}q;)ddamu n,k,L,az) < C.

Tmax;Lmin

( ko agklog(n/k)> o

nL mn

In particular, if 02L log(n/k) < m, the upper and lower bounds have the same order %



The proof of this result can be found in Section G. By comparing Theorem 2.10 with Theorems
2.7 and 2.8, it is straightforward to see that estimating k-sparse signals can be much easier than
estimating other types of signals that satisfy polynomial growth of order k that includes for instance,
the signals that are sparse in an orthonormal basis such as wavelet (see definition 2.4).

The remaining assumptions of Theorems 2.7 and 2.8 are only technical and relatively minor;
they could likely be removed, though doing so would make the proof less transparent. We discuss
these assumptions briefly below:

1. mL < n*klogn: This assumption has appeared in Theorem 2.7. In practice, obtaining more
than L > 100 independent looks is rarely feasible. Since in most imaging applications n is on
the order of hundreds of thousands to millions, this condition is typically satisfied.

2. log(L) = O(logn): This assumption appears in Definition 2.8. As we discussed before, in all
applications, L is much smaller than n. Hence, the assumption that L is not growing too fast
in terms of n is a natural assumption in practice.

3. logm = O(logn): As will be discussed in the proof of definition 2.8 and might be even clear
from the formulation of the problem, increasing m beyond n does not help in removing the
speckle noise, and it only helps in removing the additive part of the noise. Hence, increasing
m to a very large number is not particularly helpful in reducing the risk, since unless the
additive noise is too large, the errors induced by the speckle noise are the dominant part
of the risk. Note that increasing m in imaging applications is equivalent to increasing the
number of sensors which is costly. As a result, there is no reason to increase m much beyond
n in real-world applications, and again the assumption logm = O(logn) is a mild assumption.

4. k < n'7?¢: This assumption is used in definition 2.8. It is always the case that k < n. Hence,
again this is a mild assumption. However, at this stage it is unclear, whether this assumption
is necessary or it can be weakened.

2.3 Interpretation of Theorems 2.7 and 2.8
We discuss Theorems 2.7 and 2.8 in a few remarks below.

Remark 2.11 (Difference of upper and lower bounds). Theorem 2.7 holds for any set C that
satisfies polynomial complexity of order k. In contrast, the lower bound is obtained by taking the
supremum of the minimax risk over all sets that satisfy polynomial complexity of order k. As
Theorem 2.10 illustrates, due to the nature of the speckle noise, which is multiplied by the entries
of x,, the estimation problem is easier for sparse vectors. Nevertheless, the supremum in the lower
bound demonstrates that for certain sets C that satisfy polynomial complexity of order k, the upper
bound established in Theorem 2.7 is in fact sharp.

Depending on the relative value of m,n, o, the minimax risk can be obtained from one of the
following formulas:

knlogn . 2y.
O Tonin 7m2% ) , if n > max(m,o%);
klogn . 2y.
Ro(Crymym,02) =X Ogpamin (522 ) , if m > max(n,o?); (2.8)
o?klogn . 2
Oz mostmin \ 2 ) > if oz > max(m,n).



In what follows, we offer some intuition to explain these bounds.

Remark 2.12 (When does the multiplicative noise dominate the additive noise?). Suppose that o2
is much smaller than max(m, n). In this case, the minimax risk is unaffected by the additive noise.
To understand this phenomenon, suppose that we are working in the setting m < n. If we consider
the model, y = AX,w + z, let y; denote, the i*" element of y, then we have y; = al Xow + z;. In
this measurement, the variance of var(al X,w) is >, 2 = O(n), and var(z;) = o2. Hence, when
02 = o(n), one would expect the additive noise to be negligible. However, this heuristic does not
explain why the additive noise does not matter when m > n and n < o, < m. Again to provide
some intuition on the impact of m, when m > n. Note that in this case, since AT A is an invertible
matrix, we can calculate: § = (ATA)"ly = Xw + 2, where 2 ~ N(0,02(ATA)~1). While the
additive noise 2 is colored, and discussing signal-to-noise ratio on the individual elements does not
necessarily provide an accurate information, note that in g; we have var(z;w;) = 9(1), and we can
prove that var(Z;) = ©(c2/m) (See for instance definition 4.9 for the eigenvalues of A). Hence, in
this case, again we can see that when o < m, the additive noise becomes negligible.

Remark 2.13 (Comparison with linear imaging systems ). Again, consider the case 02 < max(m,n).
In the classical regimes where the sparse linear regression problem is studied (e.g., Bickel et al.
(2009)), namely k < m < n, the minimax risk of coherent imaging systems reduces to

knlogn

m2L

If L is not too large, achieving a small risk requires m > /n. This contrasts sharply with imaging
systems based on linear regression, where obtaining a small minimax risk typically requires only
m > klogn. This is consistent with the general belief in the coherent imaging community that
recovering images from measurements in coherent imaging systems is much more challenging than
in imaging systems based on linear models.

2.4 Fixed A model

In Section 2.2, we considered the setting in which the forward models A;s across looks are inde-
pendent. However, as we discussed before, in some multilook systems the forward models do not
change across looks and we have

Ai=Ay=...= A;.

The main question that we would like to address in this section is whether either of these two
multilook systems have an advantage over each other. To respond to this question, we aim to study
the minimax estimation rate under the setting A; = A, = ... = Ay, and compare it with the result
of Section 2.2. We define the minimax risk for this setting similar to what we defined before for
the vase of different forward models.

=~ 2
R;(C,m,n, 0,) =inf sup E M (2.9)
T z,eC n

Theorem 2.14. Suppose that A1 = Ay = ... = A = A € R™" and that A;; L N(0,1).

Furthermore, assume that x, € Cy € Fyk,n. Furthermore, assume m/L < n*klogn. Then,

4 m? n?)k1 klogm]1
R;(Ckﬁ m7 n’ OZ) :Oxma)uxmin mln (maX(O—z’ m2 ’Z ) Ogn + Og m2 Ogn’ 1 (210)
mn m



In particular, if max(o?, m?,n?) > nLlogm, then

R; (Ck‘7 m,n, UZ) :OxmaX7xmin

4
. { max(c?, m? n?)klogn
1 . 2.11
i < anL ’ (2.11)

Similar to Section 2.2, the above theorem obtains an upper bound for the minimax risk that
holds for any C C [Zmin, Tmax]|" that satisfies polynomial complexity of order k. Before discussing
the implications of the above result, let us discuss the sharpness of this upper bound.

Theorem 2.15. Suppose that the following holds: (i) @ > Zmax—Zmin, b > 1,logm = @(10g n),log L

O(logn), (ii) there exists e € (0,1/2) such that k& < n!'=%% and (iii) max(c?, m2?,n?)klogn <

m2nt=¢L. Then we have

(2.12)

m2nL

max
Sup R; (C, m7 n7 JZ) 2957ImaX7xmin ( (
Cefa,b,k,n

ot m?n )klogn)

Since the assumptions in the above two theorems are similar to the ones in Theorems 2.7 and
2.8 we will not discuss the assumptions again. However, there is one condition that we did not
discuss before This condition appears in the second part of Theorem 2.14 and indicates that if

max(o?,m?,n?) > nLlogm, then

Rg (C’ m,n, O-Z) :OImaX7xmin

. [ max(c?, m? n?)klogn
min ( m2nL 1 . (2.13)
Note that the upper bound in Definition 2.14 matches the lower bound in Definition 2.15. Hence,
this leads to two questions:

4

1. How strong is the assumption max(o?, m?,n?) > nLlogm?

2. Is there any intuition why
Theorem 2.137

kl%ﬂ?ﬁ appears in Definition 2.14 while it does not appear in

In response to the first question above, let us assume that max(o, m?,n?) = n2. Then, the
condition max(c?, m?,n?) > nLlogm simplifies to n > Llogm. In practice, n > logm and L is
often a number between 2 to 100, and the condition holds. A similar argument shows that even
when m > n, the condition is often satisfied.

Regarding the second question raised above, the necessity o is still unclear. However,
some intuitive arguments shed some light on the difference between the fixed-A and varying-A cases.
Suppose that the additive noise in (2.2) is zero. In the fixed design setting, it is straightforward
to show that the statistics %Zle yiy L is a sufficient statistics for X,. if we fix m,n and let
L — oo, the sufficient statistics converges to AX2A” in probability. In other words, the sufficient
statistics converges to a linear transformation of X2. However, note that recovering the exact X2
from AX2AT is not possible. In fact, in the most optimistic setting AXZAT offers m(m + 1)/2
linearly independent observations of X2. Hence, if m(m + 1)/2 < k, we cannot recover the exact
X2 from AX2AT. Note that when k > m?, the term klogmw is quite large. Hence, this term is
consistent with the intuition that when k > m? the error has to be large.

klogmlogn
f g g
m2



2.5 Fixed forward model or varying forward model?

By comparing the results of Sections 2.2 and 2.4, we observe that, in terms of minimax rates,
there is no significant difference between fixed and varying forward models with respect to esti-
mation accuracy. The upper bound that we have derived for the the fixed-A model, has an extra
klogmlogn However, this extra term is quite small for most practical settings and does not seem
to be important.

3 Related works

In this paper, we make the first attempt to establish the rate of the minimax risk for coherent
imaging systems.

There is a substantial body of research on the theoretical characterization of the minimax
risk for other imaging systems, such as MRI and CT, which are modeled by linear regression
problems Tsybakov (1986); Korostelev and Tsybakov (1993); Donoho and Johnstone (1994b); Bickel
et al. (2009); Raskutti et al. (2011); Candes and Su (2015); Su et al. (2017); Weng et al. (2016);
Donoho et al. (2009); Metzler et al. (2016); Guo et al. (2024); Ghosh et al. (2025), as well as
crystallography and astrophotography, which are modeled by the phase retrieval problem Chen et al.
(2019); Chen and Candes (2017); Candes et al. (2015); Zhang et al. (2017, 2016); Cai et al. (2016);
Hand et al. (2018); Zhang et al. (2017); Ma et al. (2019); Bakhshizadeh et al. (2020). However, due
to the presence of multiplicative noise, our proof strategies and resulting characterizations differ
significantly. For example, as discussed in Sections 2.1 and 2.2, the sparsity assumption that is
central to much of the theoretical work on these other imaging systems is not particularly useful
for analyzing coherent imaging systems. Consequently, we were required to consider a broader
class of signals, i.e., those that have polynomial complexity of order k. Moreover, because of the
fundamental differences in the underlying mathematical models, both our proof strategies and the
analytical tools we employ are considerably different from those commonly used in the literature
on sparse linear regression and sparse phase retrieval. For instance, the standard strategy in
sparse linear regression is to assume some condition on matrix A (called the forward operator of
the imaging system) such as restricted isometry property Candes and Tao (2005), compatibility
condition van de Geer and Biithlmann (2009), restricted eigenvalue (RE) condition Bickel et al.
(2009), and strong restricted eigenvalue (SRE) condition Bellec et al. (2018), and later confirm
them on a given random matrix ensemble. As is clear, since we do not have the assumption of
sparsity and the speckle noises are multiplied by the elements of vectors such conditions are not
useful in our proofs.

The theoretical properties of coherent imaging systems have only recently been explored in a
few papers by subsets of the authors and their collaborators Zhou et al. (2022); Chen et al. (2024,
2025); Malekian et al. (2025). We discuss the contributions of these papers, and compare our
contributions with what are offered in those papers:

1. Speckle noise in nonparametric settings: In Malekian et al. (2025) the authors study the
speckle noise under the nonparametric settings. More specifically, they consider the model:

yi:f(xi)fi—i—n, 1=1,2,...,n. (31)

where &’s are i.i.d. N(0,1) and 7;’s are ii.d. N(0,02) random variables, z; = i/n,i =
1,2,...,n are fixed design points, and unknown f is a smooth function assumed to be in a

10



Prior to this work, coarser high probability upper bounds for

Holder class .. Then, the authors characterized the minimax risk:
Ry(S,07) = inf sup Ef||f — f3, (3.2)
[ fes

where . denotes a Holder class of function. Note that this problem reduces to the standard
problem of nonparametric regression when &; is equal to 1, on which a large body of work
exists in the literature. Tsybakov (1986); Korostelev and Tsybakov (1993); Arias-Castro et al.
(2012); Maleki et al. (2012, 2013); Kerkyacharian and Picard (1992); Donoho and Johnstone
(1998b); Donoho (1999); DeVore et al. (2025).

Compared to our paper, we should emphasize that Malekian et al. (2025) has assumed that
the forward operator A is given by I. As expected, many complications in our derivations arise
because of existence the forward operator in our model. Hence, we need completely different
techniques (and different algorithms for obtaining upper bounds) from the ones presented in
Malekian et al. (2025).

. Fixed forward models: The authors of Zhou et al. (2022); Chen et al. (2024, 2025) have
studied a problem similar to the one presented in Section 2.4. However, there are several
major differences between their work and ours.

(a) None of these three papers establish lower bounds for the minimax risk. As will be
clarified later, one of the main technical contributions of this paper has been to de-
velop lower bounds for different regimes. For example, m < mn versus m > n, require
distinct lower-bounding techniques. Studying exactly sparse signals again requires new
techniques. In addition, for studying the lower bound in the singular case m > n (i.e.,
the number of sensors m is larger than the dimension n of the signal x,, which forces
the data y; € R™ to lie in a significantly higher dimensional space) we introduce novel
ideas involving the theory of Rao-Blackwell theorem and sufficient statistics, to achieve
matching lower bounds.

(b) In their models, Zhou et al. (2022); Chen et al. (2024, 2025) did not account for varying
measurement scenarios. They also studied the ideal setting where the additive noise
was set to zero, and imposed the assumption m < n; in fact, Zhou et al. (2022) further
required m = O(n). As our proofs will demonstrate, relaxing each of these assumptions
and deriving sharp bounds necessitate new technical contributions. For example, our
proof strategy for the case m > n is fundamentally different from that for m < n.

”‘i—wo“g btained in Zh
—, - were o tained In ou

et al. (2022) for the single-look speckle noise model where the signal class comes from a structured
compression codebook, and Chen et al. (2024, 2025) for multi-look unvarying measurement speckle
noise model where the signals are considered as images of a (bi-)Lipchitz function. In addition, the
main theorems in these works assume the undersample regime m < n and additive noise o, = 0.
This paper overcomes all these limitations.

Another classical problem of study is nonparametric function recovery. Consider the regression

model

yi = flx)+7, i=1,2,...,n, (3.3)

11



where f is the unknown function from a non-parametrized functional space . and 7;’s are random
noises. x; can be either fixed or random design points. Omne can study the minimax risk, for
example,

Ro(,07) == inf sup Ey | f — fI3 (3.4)
[ fee

The classical subjects of study for . include Holder classes Tsybakov (1986); Korostelev and
Tsybakov (1993); Arias-Castro et al. (2012); Maleki et al. (2012, 2013), Soblev classes Nemirovskii
(1985); Nemirovskii A.S. and Tsybakov (1985), and Besov classes Kerkyacharian and Picard (1992);
Donoho and Johnstone (1998b); Donoho (1999); DeVore et al. (2025). Recently, Malekian et al.
(2025) studied the minimax risk under the speckle noise model

Yi = f(:cl)fl +7, 1=1,2,...,n. (35)

where &’s are i.i.d. N(0,1) and 7;’s are i.i.d. N(0,02) random variables, z; = i/n,i = 1,2,...,n
are fixed design points, and .% is the space of functions with uniform upper and lower bounds in a
Hoélder class.

Moreover, we treat both undersample (m < n) and oversample (m > n) regimes and demon-
strate how m and n determine the thresholds with respect to which the noise level o, from 21, ..., 2z},
can affect the minimax rates. This provides a complete picture to the minimax error estimation of
this problem.

4 Preliminaries

In this section we summarize technical results used in this paper, see Appendix C for proofs.

4.1 Results regarding the minimax risk

In the proofs of some our main results we will need some of the basic monotonicity properties of
the minimax risk. While such results are intuitive and well-known on simpler problems such as
in the estimation of the mean of a Gaussian random vector Donoho and Johnstone (1994a), for
completeness, we prove them for the estimation problems we discuss in this paper.

Our first lemma suggests that increasing the number of observations m makes the statistical
problem only easier.

Lemma 4.1. Ry(C,m,n,o0,) as defined in (2.3) and R;(C,m,n, o) as defined in (2.9) are non-
increasing in m.

Our next lemma confirms that increasing the variance of the additive noise only makes the
estimation problem harder.

Lemma 4.2. Ry(C,m,n,o.) as defined in (2.3) and R;(C,m,n, o) as defined in (2.9) are non-
decreasing in 0.

We use the following version of Fano’s method to obtain the lower bounds for the minimax risk:

Lemma 4.3 (Generalized Fano method, Lemma 3, Yu (1997)). Let P be a space of probability
measures such that for each P € P, there is an associated parameter §(PP) of interest. Let d be a
pseudo-metric on the space §(P). Suppose there exists an integer » > 2 and parameters «, and j,
satisfying

12



1. {6(Py),...,0(P,)} is an cy-separated subset in (6(P),d), namely for all 1 <i % j <r,

d(0(P;),0(P;)) > a.
2. For all 1 <i # j <r, we have the upper bound for Kullback—Leibler divergence

KL(P; | P;) = / log(P;/P;)dP; < 6,

Then for any 6 € §(P), we have the lower bound estimate

s B [0 (20029 = 5 (1 P,

1<5<r logr

As is clear from the above theorem in order to use Fano’s inequality, we have to find an upper
bound for the KL divergence of two distributions. One of the results that will be used in our paper
is the following well-knonw result on the KL divergence of two Gaussian distributions:

Proposition 4.4. (Duchi, 2007) If Q; ~ N(pj,A;),j = 1,2, are two d-dimensional multivariate
normal distributions, then

1 det A
KL(Q1 || Q2) = 3 log Jot Ai

—dTr (A7) + (2 — ) TAG (2 — )| (A1)

4.2 Results on covering numbers

Definition 4.5. A a-separating subset of S is a finite or countable collection {x;} of points of
X satisfying dist(x;, ;) > o for any i # j. We call the largest possible cardinality among all
a-separated subsets of S the a-packing number of S, denoted P,(S). In other words,

P5(S) := sup {n : there exists a a-separated subset of S of cardinality n} . (4.2)

Proposition 4.6 ((Vershynin, 2018, Proposition 4.2.12)). For any Euclidean ball By C R™ of
radius R > 0 (in 2 norm), we have an estimate for its d-covering number as follows:

<?>n < Ns(Br) < <2f - 1>n~ (4.3)

4.3 Concentration and decoupling results

We first start with a decoupling result that will play critical role in our paper:

Lemma 4.7. (De la Pena and Giné, 2012, Theorem ~341) Let~X1,X2, ..., X, denote random
variables with values in measurable space (5, S). Let (X1, X2, ..., X,) denote an independent copy
of X1,Xo,...,X,,. Fori# jlet h;;: 5?2 — R. Then, there exists a constant C' such that for every
t > 0 we have

P ‘Zh’b,](Xlan)‘ >t]| <CP C‘Zh%](X“X])‘ >t
i#j i#]
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One of the concentration results that will be used extensively in our paper is the concentration
of quadratic functions, a.k.a. Hanson-Wright inequality.

Lemma 4.8 (Hanson-Wright inequality, Hanson and Wright (1971)). Let & = (&1,...,&,)" be a
random vector with independent components with E[¢;] = 0 and ||&;]|subgau < K. Let A be an nxn
matrix. Then, for ¢ > 0,

T T . 2 t
IP’<H§ A¢E —E[¢ Aﬁ]’ >t}> < 2exp | —cmin <K4HAH2HS,K2”AH2) , (4.4)

where c is a constant, and ||&; ||subgau = inf{t > 0 : E(exp(£2/t?)) < 2}.
We will use the following classical results on random matrices throughout our proofs:

Lemma 4.9. (Rudelson and Vershynin, 2010, Theorem 2.6) and (Davidson and Szarek, 2001,
Theorem I1.13) Let A be an m x n random matrix with elements drawn i.i.d. from N(0,1). Then,,

2

P(omax(A) < VR4 vVm+t) >1—-2" 2, ¢>0.

Moreover, if m < n, then for any t > 0,
2
P(v/n — vV —t < omin(A) < omax(A) < VR4 Vm+1)>1— 2 2.

Throughout the proof for the varying forward operators, we will use this result in the following
way. For i.i.d. m x n, N(0,1) Gaussian matrices Ay, ..., Az, we define the event

gmaxsmg t L m {Umax Al < \F_'_ \/7"’_ t} (45)

With a slight overloading of our notation we also define:

M, L) : (4.6)

gmaxsing = 8maxsing ( 2

If n > 4m, we define the event

gSlﬂg t L ﬂ {\/> - \/7 —t < Umln(Al) < UmaX(Al) < \f‘i‘ \/74‘ t} (47)

=1

and again define a slightly overloaded notation:

Esing = Esing <W L> , P[Eing] > 1 —2Lexp (_(\f—fm)j , (4.8)

where the last inequality followed from Lemma 4.9. Similarly, for m > 4n, we define the event

L
gl 1) =) (Vi = Vi = < Guin(A]) < omax(A]) S Vb v+t (49)
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For the special case when t = m; \/ﬁ, we again use Lemma 4.9 to get

fing = Eling <W L) , PlElye] = 1—2Lexp (-W) : (4.10)

The following lemma, proved in Subsection C.3, is a generalization and more accurate version

of Lemma 4 and 5 from Zhou et al. (2024):

Lemma 4.10. Let {4;}F | € R™" be Gaussian matrices. For any fixed d € R", define D =
diag(d). Define the event gmaxsing = N N, {Jmax(fll,\i) < 3(ym+ \/ﬁ)} where fll’\i is an

independent copy of A; with i-th row removed. Then P(Emaxsing) > 1 —2mL exp(—cn) and we have

1. The upper tail probability

L
P Z A DA &g > Lm (Tx(D) + t1)2 + Lm(m — 1)||d||3 + t2 | N Emaxsing
=1

3 t1 . t ta
< 2mLexp | —cmin L _ + 2mexp | —cmin ,
<K4Hd||% K2||d|oo> <K4Lm3lld2||§ K?m||d?]|o
+2C i ity 25
exp | —cmin ,
P 81C2K4||d?|[3mL(v/n + v/m)*" 9CK?|dl[3,(v/n + /m)?
(4.11)
2. The lower tail probability
L ~
Pl Do IIADA] g < Lm(m = D[|d]3 = | N Emaxsing
=1
<20 | i 2 (4.12)
exp | —c¢min , .
B ’ 81C2K4||d2[[3mL(v/n + v/m)*" 9CK?|d|[3, (v/n + v/m)?

12 t
9 o
+ 2mexp cmin (K4Lm3Hd2H§7 Kgm”dguoo>

where C and c are absolute constants. Here 1 < K < 2 denotes the subgaussian norm of a standard
Gaussian random variable.

4.4 Linear algebraic results

The following simple linear algebraic result will help us in bounding the differences between the
inverse of two matrices.
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Lemma 4.11. (Chen et al., 2024, Lemma 6.1) Let B, C € R™*™ be symmetric, invertible matrices.
Then || B! = C71, < ooy (B~ = 1) < J2meelB2C)

Lemma 4.12. Let A denote an arbitrary matrix and D be a diagonal matrix. Then we have,
[AD||rs < omax(A)[|Dllms-

Lemma 4.13 (Von Neumann’s trace inequality). (Horn and Johnson, 2012, Theorem 7.4.1.1)
Let A € R™"™ and B € R™ "™ denote two matrices with singular values UZA and 0. Then, we
have

Tr(AB) < ZO’zAO'iB.
The following theorem is a generalization of (Zhou et al., 2022, Lemma 5).
Lemma 4.14. Denote 3 = (021, + AX2AT)"1 % = (621, + AX2AT)~!. Then,
2

(03 + f'fgnirl)‘min(AAT))4 <Tr {(2_1(ij -D)sNE - E)]

(O—g + xrznax)\max (AAT ))

~ 2
HA(X2 _ XQ)ATH
HS

(02 + @2 Amax (44T)) i
<
(02 + 22 Amin(A4A4T))

Jack? - xaT]

5 Proof of the lower bound in the case m < %

5.1 Outline of the proof strategy

As increasing a and b only makes Fg 3 . », larger, it suffices to prove Definition 2.8 for a = Tmax —Zmin
and b = 1. We will apply Definition 4.3 with the following definitions to obtain the minimax
lower bound in Definition 2.7. Given & € R", let P, denote the probability distribution of data
Y =[yl,...,y]]" generated according to the model (2.2) with X = diag(x). More specifically,
we choose:

Pe ~ ®2, N (0,3 (z)) = N(0,27 ' (2)),

5.1
S(z) = diag (Z1(x), ... Bp(®)), S =Sy(@) := (021, + AXZA] ) (1)

Then, the parameter 6(P(x)) corresponding to the distribution P(x) is chosen as
O(P(x)) ==z, d(O(Py),0(Py)) =d(x, ') := ||z — 2|2, z,x' € R", (5.2)

and we select a subset C of the parameters that is large enough to provide us with the desired
complexity. In order to apply Lemma 4.3 we identify a discretization Ssep C C, |Ssep| = r satisfying:

(P1) For any @;, x; € Ssep With z; # x;, the corresponding parameters 6(Py, ), 0(Pz;) (which are
identically x;, x; according to our definition) are well separated. In particular, for an «, to
be chosen appropriately, we will establish that

d(e(Pmi)79(ij)) = ||lz; — zj|| > ar, T # T € Ssep.

16



(P2) For all 1 <i# j <, for a 8. > 0 to be chosen later, the distributions Py, , Py, are difficult
to distinguish in the Kullback-Leibler divergence, at the level S,

KL(sz H PZJ) < B?”v Lj, Tj € Ssep- (53)
Then, Lemma 4.3 directly implies that there exists a constant C' > 0 for which

2 2
> Caz (1_ﬁr+log2> '

n log r

=5 12

inf sup E

T 1<j<r n

In particular, for some small ¢ > 0, we will end up making the following choice for r, a;., 3,

o2, n?)klogn
m2L

logr = O(klogn), = O oo (max( ) B, = clogr.

As a consequence, by Definition 4.3 the following lower bounds holds for any estimator z

max B [HEE - %”2] - a? (1 _ Br —|—log2)2 O (max(oﬁ,n%kzlogn) ‘

1<i<r n ~ 4dn log m?nL

Our proof strategy in the following sections will describe a construction which will dictate, with a
high probability, the above choices for r, -, 3. All the technical proofs are provided in Appendix D.

5.2 Construction of the signal class

We will first construct the signal class C. Fix 0 < Zpmin < Tmax. For any array of nonnegative
integers 0 = ag < a1 < --- < ag = n, let {(al,l, allz 1€ [k:]} be an ordered k-partition of [n].

[n] = Uy (a1, ailz. (5.5)

Let F(ao, ..., ax) denote the set of functions from [n] to [Zmin, Tmax] that are constant on each integer
interval (a;_1,ai]z,l =1,2,...,1. Define

Fom U Flaoesar), K= {(F1), e f(0)) € R : £ € Fi} C [Bimins Tanan]” (5.6)
O=ap<a1<--<arp=n

X, satisfies the polynomial complexity of order k defined in definition 2.1. To see this, first note
that X} can be written as a finite union:

X, = U {(f(1),...,f(n)) e R : f € F(ag,...,ar)}. (5.7)

O=ap<a1<--<ar=n

We have

s B ()= e

O=ap<ai;<-<ap=n

@ (n(a;m—xmn) )’“ (5.9)

3
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where for (a) we used (}) < n*. Hence X}, satisfies (2.1).

Intuitively, the class of signals we have considered are ‘piecewise constant’. This is a natural
and popular choice for class of images in image processing Rudin et al. (1992); Jalali and Maleki
(2016); Donoho (1999). Definition 2.5 shows that this set satisfies the polynomial complexity of
order k.

We now pick signal class C as any subset [Zmin, Tmax]” Which is a superset of X} and satisfies
the polynomial complexity of order k. Hence

X CCC [xmin; CCmax]n~
Given this choice of C we now would like to show that

ot,m? n?)klogn
m2nL '

max
R2 (C, ma TL, O-Z) :QE,ImaX7xmin < (

5.3 Discretization of the signal class to apply Fano’s Lemma

To construct an a,-separated subset Sgp, we first define X finite = ¢ as follows. For € € (0,1),

denote
Naiv 1= kn®. (5.10)

For simplicity, assume that both Ng;, and n/Ng;, are integers. We partition [n] into Ng;y pieces as

Naiv
(l—1)n In
o= U (Y
=1 div div]y

Note that each j € [n] (corresponding to subscripts of the coordinates of x) will fall into one of the

intervals ((lf\,—dilv)n, ]ifﬁv]z. Each integer interval contains ©(n/Ngiy) indices of © = (x1,x2,...,Ty).

Fix 0 < ¢, < #macfmin to be determined later and define 7 = W% Let By, de-
note the collection of all functions from [n] to {Z,Z + 4, }, that are piecewise constant on each

(S ] 1= 1,2, Naw. We define

B = {(£(1), f(0)) £ f € By, }NC C {7,746} (5.11)

We construct xfinite — Bfinite 55 follows: among the Ny, intervals, select k/2 of them; for the
entries of the vector corresponding to these intervals, assign the value Z + §,, and set all remaining
entries to Z. It is straightforward to see that

. Ny
Afinite — (7¢I ) 12
e — (o) (5.12)

Now we construct a subset Ssep of X1 that satisfies a,-separation condition (P1) as follows.

e Set k' := k/4 and let Sy, denote the set of all vectors in Xfi"i* with the following property:
If x; and x; are in Sgep then, their g-th components satisfy z;, # x4 for all ¢ in at least

(I-Dn n
Naiv ? Naiv | 7

k’-many different intervals of the form (
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The set Seep is the set of hypothesis that we use in Fano’s Theorem. The following guarantees hold.

Cardinality of Syp: The following lemma obtains an upper and a lower bound for |Sgep|-

Lemma 5.1. Let 7 := |Ssp| denote the cardinality of the set Sgep. Then

Ny 'k o\ Ok
<r<|—
k - — \k

for some absolute constants ¢, C, ¢, C’ > 0. Consequently, logr = ©(klogn).

Minimum separation of elements in S,p: As the number of integer points in each interval
((lfl)n In }Z is bounded below by ﬁ — 2, we have ming, z;es HalcZ — x]HZ > k- (NZiv — 2) -2

Ndiv ’ Ndiv
T Fx;

In view of the above, for a small constant ¢ > 0, we choose «; as

5 cknd?
=T 1
O =N (5.13)

Uniform signal strengths for elements in Sg,: Consider x;,x; € Seep. Suppose that X;, X
denote diagonal square matrices diag(x;),diag(x;) respectively. Since NZ- is an integer by as-
sumption, x; and x; have exactly the same number of components equal to Z and = + ¢,, we
have

Tr(X7 — X7) =0. (5.14)

5.4 The bound for Kullback-Leibler divergence

The following lemma is instrumental in bounding the KL-divergence.

Lemma 5.2. Denote Epay := maxi<i<y, )\max(AlAlT), Emin := minj<<y, )\mm(AlAlT). On the event

. . . [Ug‘f'x?nax'Emax].Emax
Esing, defined in (4.8), if (02422, Funin)”

min

- TmaxOr < %, we have for all ; # z; € Sep

2
KL(Pq, || Ps,) <2

o2+ a2 FE > &
( 22 r;la méX)‘l Z HAZ(X’? B XJZ)AITHHS’
(UZ + xminEmm) =1

where X; and X; are diagonal matrices corresponding to the vectors x;, x; € Ssep.

We now apply the upper tail bound of Definition 4.10 to find a deterministic upper bound for
2
Zlel HAZ(X’Z - XJZ)AZTHHS. We set d; j == x? ac?, and define D; ; = diag(d; ;)) to get:

i

ldijlloc = mex o), — a7, | < 22maxl|@i = @jlloe, |17 jllo0 < drmaxll: — 2515,
n 9 n )
2 2 2 2 2 2
”di,j 2= Z ('ri,p - xj,p) < AThax Z (xi,P - :L'jyp) = 4xmax||wi - xj”2?
— —~ (5.15)
p= p=
n 4 n
4 4 4 4
”dzz,j % = Z (wzz,p - x?,p) < 167y,,x Z (xiJ? - xjyp) = 16 [|@i — $j||4'
p=1 p=1

19



We choose the following values of ¢1; ; and t2; ; to apply the upper tail bound in Definition 4.10

tig =Cty (P @1 = 5], VI08(MLT?) + T |2 — 25|, Tog(mLr?) )

toj :=Ct, logm <33?nax H:BZ — :chi \/mL(\/TW+ Vvn)logr? + 22 H:vz — a:jHZo (v + /m)? 10g7“2> ,

where Ct, and Cy, are two constants. To apply Definition 4.10, we note that the non-constant
terms appearing in the exponent of Definition 4.10 obeys the following lower bounds

2 2
(a) ”tdllﬁ is bounded from below by m = Q(log(mLr?)),
t 7.9 . t id
(b) g is bounded from below by gt = Q(log(mLr?)),
t%,i,j . tg,i,j B )
(c) ML/ bounded from below by T62T omL (vt oo f — Q(log(mLr)),
(d) . is bounded from below by Q(log(mLr?)),

(Vnt+vm)?|di ;3%

2

(e) W is bounded from below by Q((logm)?logr),
2,7 112

(f) LJIIM is bounded from below by Q((logm)(logr))).

ml|d;,;

In view of the above definition, consider the event
L
Caept =[] [ DL NAX? = XDA Ifis < Imt3 ;5 + Lm(m — 1)||di )13 + t2:5] - (5.16)
1<i<j<r |1=1

Then, using Definition 4.10, a union bound for all 1 < i < j < r, and Tr(D;;) = 0,D;; =
diag(d;;), d;j = =2 — m? (see (5.14)), the above display implies that for sufficiently large constants
Ct,, Cy,, we have

P(ggcm N gmaxsing)

L
) _
< Y P D IADGA] s > Lm (Te(Dij) + triy)” + Lm(m — D)|ldij|13 + t2.5 | N Emassing
1<i<j<r =1

< r?exp {—C~’ (log(mLTQ) + (logm)(log 1“)) } , (5.17)

for a large constant C. Hence, by making Ct,, Cy, large enough such that C > 10, we have
HJ)(gdcpl N gmaxsing) >1- IP)(‘c:({ljcpl N gmaxsing) - IP)(‘zjlglaxsing)
>1—r2exp {—10 <log(er2) + (log m)(log 7'))} —2mLexp (—cn)

(@) 1
>1- mD)F 2mLexp (—cn) . (5.18)
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In view of the above, on the high-probability event Eqep N c‘j’maxsing, we have foreach 1 <i<j<r
L
> [z - x3) ATH < Imt,; + Lm(m — 1)y ;|3 + ta,

g CLma?,, Har:Z - ijzlog(mLTQ) +CLm Hml - achio log(mLr?) + 4Lm(m — )22, ||z — ;|3

+ Clogm <xfnax ||: — cchi \/mL(\/ﬁ—i— Vn)tlogr? + ||@; — a:JHZO (vVn +vm)? logr2>

kn
Fmax Nle

+ Clogm [ 22, ”N (52\/mL Vm 4+ v/n)tlogr? 4+ 62(v/n + vm)*logr? |,
div

< CLma? 52 log(mLr?) + CLmd? log? (mLr?) + 4Lm(m — 1)z> 52

where (a) followed by using the inequality (a + b)? < 2a? + 2b%, and for (b) we have used the

fact that by our construction of X, ﬁnite, T; — x; is ]%,’Zl -sparse for any x;,&; € Ssep, and thus

Hwi—xjHoo < 4y, Hxi—:ch2 < 1\]/€SV52 and H:Bi—acj ‘i < J\ZIV(SQ Hence, restricting to the

event Eqepl N g’maxsing N Esing, together with Definition 5.2 and Fna.x ~ n, we have for constant
C:=C >0

Zmin;Tmax

Br = max KL(P; || P))

1<i<y<r

2
Bl 3 - T,

<2

¢ kn_ s 21002 2
< max(odn2) (Lm Ndlv(S log(mLr?) + Lmd?log?(mLr?) + Lm(m — 1)

+logmy | ]\IZL 53\/mL(\/ﬁ +v/n)*logr? + 67 (v/n + v/m)*(log m) (log r2)>

Co?>m3nLk log(m.Lr?) N log?(mLr?) Ny 14 nNgiy log 12 (log m)(log 7?) Ngiv
~ max(o?, n?) Ngiy m mnk Lkm3/(logm)? Lm?

m2nLk

- 1 E 5.19
= xmln,xmax( )maX(Ué,nQ)Nle " ( )

where the last inequality followed by factoring out 62 and using the following inequalities that are
consequences of Definition 5.1, alongside our assumptions logm @(log n) log L = O(logn), and
there exists ¢ € (0,1/2) such that k < n'=2 max(c?, m? n?)klogn < m?n'~°L.

e log(mLr?) <logm +log L + 2logr < m/3 for all large m, L,n as logm = O(logn),log L =
O(logn) and logr = ©(logn) from Definition 5.1.

2 2 . .
e Similar to above, we have % < 1 for all large m, L, n, as % < n~1-9 from

(5.10).
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. % <1as % < n¢ and hence, using max(c?, m? n?)klogn < m?n'~°L we get
nNgiy log 2 n'*elogr® _ max(of,m? n?)logn _ 1
Lkm?3/(logm)? — Lm3/(logm)? ~ nl—eLm?25 ~kym’

o Finally (8mWoerfNay < 4 for a1l large m, L, k as Ny, = kn® and m2L > knl*¢ from the

last property max(c?, m?,n?)klogn < m nleL as well.

In view of the above argument, and also Definition 5.2, our we choose 9, satisfying the following.

e We want 5, < clogr for a small constant ¢ > 0 to maximize the lower bound from Defini-
tion 4.3.

[ 2+ max Emax] Ell’l'lx (S 1
< 7.
(02+mmm Emin)2 * TmaxOr 4

e To justify the application of Definition 5.2 we need

e Since the maximum value the signals in Sep can take is Z + 0, and since S¢ep C C and the
maximum value of the entries of the vectors in C is zy.x we have to ensure that Z+ 6, < Tmax.

In view of the above, consider the following choice of 4, for a small constant ¢ > 0 (possibly
depending on Zmin, Tmax)
, max(o? n?)logr Ngiy

' nm2L Tk
where r = |Sgep|, and A = A(m, n, Tmax, Tmin) = [ (J;;"z’;jm;jjmx
ditions can be verified using the upper bound (5.19) and the definitions of §2. To check the final
condition, i.e., T+ d, < Tmax, we first note that since Fn,x and Enin depend on A;, §, is a random
number. Hence, to find a deterministic upper bound for 4, we only consider the measurement
matrices that belong to the event &y defined in (4.8). In view of the definition of &g, in the
above event we have Ep.x = ©(n) and Eyi, = ©(n). Hence,

1 N, 1
672‘ = @Imaxyxmin (maX(O- n ) Ogr dlv) — meaxyxmin <maX(O— n ) Ogr) Y (5'21)

62

= cs AT

(5.20)

2Zmax. The first two con-

nm2L k nl—em2L

where the last identity followed by plugging (5.10) and the result of Lemma 5.1 By the assump-

tions we made in the main theorem, i.e., max(c?, m? n?)klogn < m?n'~°L and the fact that
Ite
max(o?, m?,n?) = n?, we can see that (%‘ﬁ(”/@

of §, in (5.20) small enough we can ensure that Z + 0, < Zpax holds.

) < 1. Hence, by choosing ¢s in the definition

5.5 Concluding the proof

For sufficiently small ¢5 > 0, (5.19) ensures that we have f, < 110 log r. Therefore, by conditioning

1

on Ai, ..., Ar, and restricting to the high probability event Smaxsmg N Edept N Esing, we have bgT <

and P (é'maxsing N Edept N Esing> > 5. In view of (5.13) and (5.20) we get that

” max (o, n?) klog (Naiv/k)
e, . 5.22
ar Ndiv @ max,<+min < mQ L ( )
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As a consequence, by Definition 4.3 we have for any estimator Z, the lower bound

S m|2 2 log 2\ 2 - 2
max K [M] Z% (1 - M) P (gmaxsing N Edcpl N gsing) =0 (047»)

1<i<r n 4dn log r n

PN (max(a ,n?) klog (Ndw/k:)> o (max(a N )klogn)

m2 L m2nL
6 Proof of the lower bound for the case m > %

This section will primarily establish the lower bound for the sub-case m > 4n, 02 = 0 given by

klogn
= Qa,xminxmax ( n% > , m>4n. (61)

6(Y) — =z, 2
Ra(Ck,m,n,0) = inf sup E M
0 zeCy n

Then, the lower bound for a general ag > 0 and 4n > m > % follow from Definition 4.1 and
Definition 4.2, as the minimax risk is a non-increasing function of m and an increasing function of
o2, the variance of the additive noise component. To see the above, we first fix 02 = 0. Note that,
in view of Definition 4.1, as the risk is a non-increasing function of m, the last display implies

kl
Ro(Cpoym,m,0) > Ro(Crydn,n,0) = Qg oo ( ;’%”) : % <m < 4n. (6.2)

Hence, combining the lower bounds in (6.1) and (6.2) we get

k1
Ry(Crym,m,0) = Qg0 ( ogn) , m = (6.3)

nlL

>3

To achieve a lower bound for a general o2 < m, when m > %, we first use that the miminax error is
non-decreasing function in o, (Deﬁnltlon 4.2) to get Rg(Ck,m, n,0) < Ro(Ck,m,n,o,). Then, for
02 <'m, combining (6.3) with the upper bound for 62 = m from Definition 2.7, for m > %, we get

klogn

R8T o (Chm,0) < Bo(Covmmm, 02) < Bo(Coum,my /i) < C R (64)

C

n

where C1, Cy are constants depending on Tmin, Tmax. Hence, the sandwich inequality implies

klogn
nL

Ry(Crym,m,0;) = Op o ain ( ) , whenever m > — o2 < m. (6.5)

#\3

Next, suppose m > % and o2 > m. We observe that the only use of m < 7 in the proofs of Section 5,
was to bound Fpi, from below. Notably, in the proof of Section 5, only places we used the lower
bound on Ey,, are given in Definition 5.2 and (5.19). Then we note that we can repeat the entire
analyses of lower bound in Section 5 to establish the lower bound for the case m > % and (72 >m
by replacing Eging With Emaxsing and the lower bound for the singular value Omin (021, + A1 X OzAlT)
by 2. As a consequence, we have the lower bound

ot klogn

m2n L

\/

(6.6)

'&\3

Ro(Cr,m,m,02) = Qp 2o ( ) , whenever m >
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Combining (6.6) and (6.5) for the case m > % yields the desired minimax lower bound

max(c?, m?) klogn

R2 (Cky m,n, Uz) = Qmmax@min ( an L

), mZ%,UZZO. (6.7)

We complete our proof by establishing the lower bound in (6.1). We bring forward ideas related
to sufficient statistics for our proof, using the following definition used throughout this section.

Definition 6.1. (Casella and Berger, 2024, Definition 6.2.1) A statistics T'(y) is sufficient for x,
if the conditional distribution of the sample ¥ given the value T'(¥) does not depend on x,.

Define A = diag(Ay,...,Ar) € R™"L and note that ATA = diag(A{ Aq,..., A} ApL).
Throughout the section we analyze the expected loss on the high probability event 5;ing defined in
(4.10), where all the matrices {4, 4;}L | are invertible. Then we have the following result.

Proposition 6.2. Consider the case o, = 0 and that the event £, ~holds. Then Tx(y) =

sing
(ATA)"LATY is a sufficient statistic for the parameter z,.

Proof. Note that, T4(y) is an one to one transformation of 3 whenever AT A is invertible, as
ATA(Y) = y. As any one to one transformation of a sufficient statistics is also a sufficient
statistics, and ¥ is itself a sufficient statistics, we get that T4 (%) is a sufficient statistics. ]

We will use the Rao-Blackwell theorem to first bound the desired minimax risk from below
using the squared error loss for the sufficient statistic Ta(¥).

Theorem 6.3 (Rao-Blackwell theorem, MSE version). (Shao, 2008, Theorem 2.5) Let &(¥y) be
any estimator of the parameter x, and T4 (¥) is a sufficent statistics for &,. Then g(T4(¥)) =
E[6(Y) | Ta(Y)] is also an estimator for x, and it provides an improved error guarantee

E[[|8(5) — @oll; 1€ms] > E [[|9(TAT)) = @oll3 g -

In view of the above result, we establish a lower bound to E [H 9(Ta(Y)) — moHﬂ to complete
our analysis. This is provided in the result below.

Lemma 6.4. Consider the model (1.2) with o, = 0,m > 4n. Then, there exists a constant C' > 0,

we have k1
' R 9 ogn
inf sup E [HQ(TA(y)) - 930”2 |géing} =0 '
9 xeCy, L

Proof of Definition 6.4. By our construction, we have that Ta(y) = [u{,...,u]]", where u; =

(AlTAl)_IAlyl € R™. In the above optimization problem, as the estimators we consider are all of
the form g(Ta(Y)), we may treat uy, ..., ur, as our observations and the problem transformed into
recovering x, € Ci from the simplified model

uj :Xowl, ’wlNN(O,In),l:LQ,...,L.
Hence, the new data distribution for which we will apply Lemma 4.3 to derive the lower bound is

Py ~ ©1 N (0,5, (z)) = N(0,27}(2)),
S(z) = diag (Z1(z), ... X0(x)), T =S(z) = (021, + X*)~L.
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To obtain the lower bound, we shall use Definition 4.3 and a similar discretization and construction
of a,-separated set {@1, ..., z, } as in Section 5.3, with Ng;, = kn® and the following choice for (53, a%

logr Ng; a? k

62 :=c Y and - = 62, 6.8

" nL k n Ngiv " (6.8)
for a small constant ¢5 > 0. Denote P, as P; for i € {1,...,r}. Using the fact that by our earlier
construction of {x1,...,x,}, we have J\]f;”v and x; —x; is ﬁ,ﬁfi -sparse for any x; # x;, which implies
le — mJHZ < ]%,]“T”(Sz Hence, using Definition 5.2, with A; = I,,, and Eypax = Emin = 1), we get

fﬁlax 2 2||?
Br = max KL(P; [ Pj) < L— max || X; — X; H
1<i<j<r ab . 1<i<<r HS

428 2
< i Lo o=l <

428 Lkno? 1
8 S v 10g T,
T Naiv 10

min

for sufficiently small ¢s in (6.8) to guarantee a small §2. Now it follows from Definition 4.3 that

— 2 2
) HQ(TA(Q))—iBon , a? By +log 2 , klogn
I%f :Sggc E n gsing Z 7/'2 1 - ].Og r ]P)[ sing] = Ge’mmin:mmax nL :

Ndiv
here the last equality followed using (6.8), as Ny, = kn® and % = % — @ broa ()
where the last equality followed using (6.8), as Naiy = kn® and 78 = 5= = Oz 2imax " .
O

In view of the last display, it follows from Theorem 6.3 and Definition 6.4 to conclude (6.1)

2

[6(3) — aoll; | . |9(Ta(¥) — of5 | _, , N (klogn
if sup B | 20— | > inf sup B . Ehg | P (2tne) =2 (“2" )

7 Proof of the upper bound

7.1 General strategy

Note that without loss of generality, we may assume a = Tyax — Tmin and b = 1.
We provide the proof of all the technical results in this section later in Appendix E. We will
show that the desired upper bound is achieved by the maximum likelihood estimator

%, = - , 1
@, = argnin f(z) (7.1)

where C is the class of all possible signals, and the negative log-likelihood f(x) is defined as

L L
-1
fl@) =" logdet (azfm + AlXQAlT) +3 ] (agfm + AZXQAZT) i (7.2)
=1 =1
For the entirety of the analysis in this section, we will restrict ourselves to the following event
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S = {{Al}le omin(ALAT) > Boiny 0max(AIAT) < s 1= 1, 7L} . (7.3)

This is the only place where we impose restrictions on the singular values of {Al}lel- To get
to the specific minimax risk guarantees in different regimes we will choose appropriate values of
Frax, Emin. In particular, we have the following considerations.

e Case I (n > 4m): We will choose Eyax = 3(vn + /m)? and Eyin = (v — vm)?% In
that case the event S satisfies &g C© S, where &g is given as in (4.8). This implies
P[S] > P[&ing] > 1 — Le™" for some constant ¢ > 0.

e Case Il (n < 4m): We will choose Enax = 3(v/n++/m)? and Epi, = 0. In that case the event
S satisfies Emaxsing C S, where Enaxsing is given as in (4.6). This implies P [S] > P[Emaxsing] >
1 — Le™“" for some constant ¢ > 0.

In other words we also have
P[S]>1— Le ", for all L,m,n. (7.4)
Consider the following notations for simplifying the presentation. Let {El}le be the collection of
inverses of the covariance matrix E [ylle]Al} given by
Y =5(x) = (62 + AX?A)7Y, 1=1,...,L. (7.5)

Define the vector ¥ € R™F and block-diagonal matrix X(x) € R™*™L as the collection of all the
observations and the inverse covariance matrices over different looks

7=y enyl), B(z) = diag (Si(2), ., Zo(@), Zo=B(zo), Tp=3X(z,). (7.6
In view of the above notations, we can rewrite the negative log-likelihood in (7.2) as
f(@) = —logdet(E(x)) + ¥ ' S(x)Y (7.7)

Now we proceed with the proof. Our proof strategy draws inspiration from the empirical loss
minimization literature, such as Fan and Gu (2024), Fan et al. (2025), to achieve a parametric
error rate in the sample size L by comparing the negative log-likelihood for the estimator Z, and
the true parameter x,, that also turns out to be the minimax rate. Since Z, is the minimizer of
(7.1), we have

f(@o) < f(z0). (7.8)
For a fixed x, define f(x) as the function of conditional expectation of f(x) given Ai,..., AL
f(x) :=E[f(x) | A1, ..., AL] = —logdet B(x) + Tr (Z(w)Z(mo)*l). (7.9)
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Simplifying the expression for f(Z,) — f(x,), with the notations in (7.6) we get

f(&@o) — f (o)

_ 2T ($ - 1§ 1§ -

— 7 (20 - 20) ¥ - Tr [zo (20 - 2)] +Tr [zo (20 - 2)] ~log det(,) + log det ()

= ﬂT (io - z:o) g —Tr [201 (go - z)o>:| + ?(jo) - ?(wo)‘ (710)
Therefore, in view of (7.8) we get

T (B0 20) ¥ - (S5 (B0 - 0)) 2 F(@o) — F(@o). (7.11)

Our following approach is to find an upper bound for the left side in terms of ||z, — x,|, and a
lower bound for the right side in terms of ||Z, — @,||,, and simplify the inequality to get an upper

bound for ||, — ,||,. Throughout the rest of the draft we will use the following notation

max

c
2 2 L)
0z + T4 i Emin

M (7.12)

Cn,m,az = C(n7 m, 0z, Tmax, xmin) =

where ¢ > 0 is a large universal constant. Note that in the regime n > 4m, C, 5, o, is of constant or-
der as long as Tmax, Tmin are of constant order. We will use similar expressions similar to Cy, y, o, in
the analysis of the case n < 4m, the related details will be presented later according to requirements.

Establishing an upper bound on ¥ ' (X, — £,)¥ — Tr(2; (2, — £,)): The main challenge in
the analysis is the dependency of f]o on ¥y, which prevents us from directly applying concentration
inequalities to bound @’T(EO — 20)@’ To resolve this issue, we use a d-net argument, as will be
clarified below. Consider a é-net of the set Ci, denoted by Ns, , (Ck), with the choice of § to be
discussed later. Define &, as the closest vector in N, (Ck) to @, i.e.,

Ty = argmingey, ) 1Zo — |2 (7.13)

We will use the following notations for the rest of the section
3, = (Z,), X,=diag(Z,), X,=2(&), X =diag(@), & e N, (Cr). (7.14)

Then in view of triangle inequality we get

77 (5 - 207 - TH(Z, (S0 - 5)

< ‘yT(io - 20)37 - Tr(Eo_l(f]O - 20))‘ + ’yT(io - i\30):‘7 - Tr(Egl(flo - i\30)) . (7.15)

We use an union bound argument to control the first term above, uniformly over all possible choices
of € € Nj,.,(Cg). This is done in the following result.

Lemma 7.1. There exist constants c1, c2, c3,cq4 > 0 such that the following holds with probability
1— Le o — e—clLk log((Zmax —%min )"/ 0net )

T (5 —3)7 —Te(Z, (B — )| < biVZ +V,, forall &, € Ny, (Cr),
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where, with the notation in (7.12), by, b}, Z are defined as

by =c3 \/k log <($max — xmin)n>7 by = caChmo. klog <($max — xmin)n) T

6net 5net

(7.16)
F =Te(Z; (B — )2, (s — ).

The following result controls the final term of (7.15).

Lemma 7.2. Let C), . be as in (7.12) and denote by = (Cn7m7gz)2mL5net. There exist constants
c1,¢2 > 0 such that the following holds with probability 1 — Le~ 1" — e~¢2mL

~ o~ ~ ~

‘@’T(Eo ST - Tr(E N, - 20))‘ < by,

o

Combining Lemma 7.2 with Lemma 7.1, in view of (7.15) we have

~

T (S0 = B0)F — Te(, (B - Bo))| bV + 0, + by (7.17)

Establishing a lower bound on f(Z,)— f(x,): To find the lower bound, we use the decomposition

(/w\o) - ?(mo) = ?(57\0) - f(io) + ?(EEO) - 7(%0), (7'18)

~

with Z, as in (7.13). The first term, f(Z,) — f(Z,) can be bounded by Ch,m,o. TmaxN0net Using the

fact that &, is chosen to be at most dyet distance away from @&,. We bound f(x,) — f(x,) using
the following result.

Lemma 7.3. Assume that 021, + AZJ?OQA;F and 021, + A|X2A]',1 <1 < L, are invertible. Then,
1

f(@®,) — flx - T (3N, - Lz, - .
F@0) = Flao) 2 T (2510 — 20) 5, (80 - 5)) (7.19)

NI

~ 1. _ ~
where Amax > 0 is the maximum singular value of 3, (3, — X,)3, 2. Moreover, Amax < Cr.m.o.

on the event S in (7.3).
The following result controls |f(Z,) — f(Z,)| for a given dpes.

Lemma 7.4. [f(Z,) — f(Z0)| < Crim.o. * TmaxMnet < 1 with probability 1 — Le™" for some ¢ > 0.
Combining the above results, in view of (7.18) we have, with probability 1 — L exp(—cn),

N = z
(o) — f(20) 2 Coma )2 - L (7.20)

Simplifying the quadratic inequality: Combining (7.20) and (7.17), in view of (7.11), we have

|

<
P 4(0 )2 < b11/§ + b/l + b2 +1 > 1— 6—61Lklog((l'max—xmin)n/(;net) — Le " _ exp (—cmL) )
n,m,o,

(7.21)
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Rewrite the last inequality as az? — bz — ¢ < 0, with z = V&, 5,0 ="b1,c =0 +ba+1.

0= -1
(Cn,m,os)
As z =V Z >0, 22 is smaller than the square of the positive root of az? —bz — ¢ = 0, which implies

P ( b+\/62+4ac> (—b+ \/b2+4ac) <b+\/b2+4ac> G

= - 7.22
2a 2a 2a a’ ( )

where the second inequality followed as a,b,c¢ > 0. Using the notations from, (7.12), Lemma 7.1
and Lemma 7.2 we get

b, b max — <'min
& = 01+ 02 = (C’wmgz)2 <03klog (W) -a:rznax + (C’nvmvgz)QmLénet> .

a net

Choose dpet = “28= and recall mL < n*klogn from Definition 2.7. Then, from the last display we
use (7.21) to get for a constant C' > 0

P|Z <C - (Cumo.)*klog n} =1-0 (n_CkL + Lexp(—cn) + 2exp (—cmL)) . (7.23)

Finding a lowerbound for %: In view of Definition 4.14, using the block structure of X,, s,
given in (7.14), we have on the event S,

¥ =Ty [2;1 ('i: . 20) -1 (i: - 2)}

L
= 30T (3 (e) (@) — BBl (Bu(@) Do) (7.24)

1
(Cmmpz) (02 + x?naxEmax)
where Cy, . is as in (7.12). The lower bound on 2 is completed with the following lower bound

- 2
on S, ’Al(Xg — XOQ)AZTHHS. The proof follows from Lemma 4.10 and is given in Subsection E.5.

Lemma 7.5. The following holds true with a probability 1 — exp (—2klogn) — mLexp (—cn)

v

L ~ 2
> ARz - xdar| .

L
D IAXE — XA I

> 4m(m — 1)La?

min |

1o — 20|53 — 4C 22, || T0 — 20||2 log mVmIny/klogn — Cxy,.nklogmlogn.

Final upper bound on ||Z, —x,||3: We combine (7.24), (7.23), and Lemma 7.5 to summarize the
above in terms of the following quadratic inequality with respect to ||Z, — @,||2, that holds with a

probability 1 — O (n_CkL + Lexp(—cn) + exp (—cmL))

a||@o — o3 — b|®o — @ol|2 —d < 0

. Cym(m — 1)La?, - Cox2 , .nlogmy/mLklogn
 (Como)?(02 + 20 Brnax)? - (Cnim,o.)?(02 + 23 ax Bmax)?’ (7.25)
Csxt  nklogmlogn

d= +C - (Cpmo. )’k logn.

C : (Cn7m702)2( o + x?naxEmaX)z
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In view of an argument similar to (7.22) we have with a probability 1—O (n*CkL + Lexp(—cn) + exp (—cmL))

1~ d  Cszpay kl 1 C 4 max ) K 1
LG, - ol < L < Cotmax klogmlogn | (Comr.) (o ”;“a" = k10BN (7.6)
n a Toin m=L nm=L
This implies, in view of L(|&, — @[3 < 22,
1 C klogm] C Yo? + a2 k1
E |:H$0 _ $o||§] < 3'§max Og’n; ogn + ( n,m,o’z) (02 + $12n max) ogmn
G, m=L nm4L
+ 122, (L + Lexp(—cn) + exp (—emlL)). (7.27)

As ||Zo — Zoll2 < Onet < 2= from the definition in (7.13), we continue the last display to get

2 2
mm m=*L nm4L

1 kl 1 n,m,o 4 max kl
E |:”:L'O 330||2:| <2c{ max Ogm Ogn+ (C, ) z) (O- +xmax ) Ogn

(7.28)

2
x X
+ 22, (n"*t + Lexp(—cn) + exp (—emL)) + ;ﬁ% }

Note by our assumption logm < n. Therefore the first term has a slower growth rate compared
to the second term.

7.2 Proof of Theorem 2.7

We first consider the subcase n > 4m, and the subcase n < 4m with ag > m. Then we have C, 1, o,
is of a constant order and Epax = O(m + n). In view of (7.28), the above implies

1, .. maxa4mnklon
E |:n||w0 - mO|%:| CImaXyzmln{ ( ) g

_ 1
e +n"*L £ Lexp(—en) 4 exp (—emL) + nlo}’
for a constant C' > 0 depending on Zmin, Tmax- We now focus on the remaining scenario of n < 4m
with 02 < m. Here, using the fact that the error is a non-decreasing function of o, (Definition 4.2),
we obtain the upper bound

k1l 1
R2<Ck7 m,n, JZ) S R2(6k7m7n7 \/TT’L) == C{ :in +n —ckL + LeXp( Cn) + €xp (—cmL) + n10}7

for a constant C' > 0 depending on Zmin, Tmax. Lhe above coincides with our desired upper bound,
completing the result.
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A Proofs of Examples of Section 2.1

Proof of Example 2.2

Note that for all z,y € R¥ we have |g(z) — g(y)||2 < M||z — yl|2. If By, ..., B, are the balls in a
ball of radius vk centered at 0 containing e-covering of [0,1]%, then ¢(C) is contained in a ball of

k
radius M+/k. Hence, using Definition 4.6, we have N. (g([O, 1}’“)) < (2]\487‘/% + 1) .

Proof of Example 2.3
We have
S, = {iIZ e R" | H:B”o < k} = Ui<i;<-<ip<n {iIZ cR"™: Tj = 0,7 75 ATRRE ,ik} . (Al)

Hence, Si is a union of (Z) k-dimensional subspaces {:L' eER":2;=0,7 #i1, - ,ik}. According
to by Definition 4.6 the intersection of each of these subspaces and Bs(1) can be covered by at most

k k
<% + 1) balls of radius e. Hence, N.(C) < (}) <§ + 1> . To obtain the lower bound we notice

k
that according to Definition 4.6, in order to cover one of the subspaces we need (%) . The proof

of the k(C) = k is straightforward and is hence skipped.

Proof of Definition 2.4

f(0) = DO is a oyax(D)-Lipchitz function of . Hence, combining Definition 2.3 with a proof similar
to the one presented for Definition 2.2 establishes the result.

Proof of Definition 2.5
Note C € D~1(S, N Bo(0,1)). By direct calculation,

1 1 1
a0t 1
0 0 1]’
0 0 1
Hence opax (DY) < HD*1 HHS = ”(n2+1) < n. So this is a special case of Definition 2.4.

Proof of definition 2.6

We showed opin(D) > % in the proof of Definition 2.5. Hence, we have
1\ M+1
Omin(DM*1) > (omin (D) = (2) 7
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B The extension of Definition 2.8 to general a,b > 0

k
Suppose our signal class C € Fg 1, satisfies the polynomial complexity N.(C) < (“T"b) for general
a,b > 0. Note that we can make the transform

(nb>’“ _ <<m

/. ! . (-’Emax_xmin)gl/b ! e’ / n / _ e .
where k' := bk and &’ 1= == Put ' = SC C [T, Tra) " Where 20, = < Tmin and

!
- xmin)”) F

/

)

/

xmax

!
= S Tmax, and we have

an® g T — Tpmin )T K
N£f<c’>=NE<c>s<> =(< mx ~ Tmin) ) | (B.1)

5/

This means C € Fopp if and only if C’ € %/]:ao,bg,k’, Where ag = Tmax — Tmin and by = 1. Hence
by Definition 2.8, we have when & € (0,1/2), ¥’ < n'=2¢', and max(c?, m?,n?)klogn < m?n'~¢'L
sup  Ro(C'ym,n,o,)
Ce}—a,b,k,n

/
= sup R2 (C , M, M, Uz)
Cles .7: ag.bg.k n

max (o, m?,n?)klogn (B-2)
_Qel ;11dx7 ;nm anL
max(o2, m? n?)klogn
:QE,(Emax,mmin)avb anL ’

C Proof of auxiliary lemmas from Section 4
C.1 Proof of Lemma 4.14
In the following steps ® denotes the Kronecker product. We have
Tr [2*1@ _o)EiE - 2))}
=Vee(E - %)7 [2—1 ® 2—1} Vee(S — %)
- 2
> HVec So% H Amin (871 @ 571

=[I% - SllfisA N =15 = SliisNnin (02 I + AXGAT)

Hlln(

=1~ Slfis [0 + Amin(4X247)]

2
>[5 - Sllfs (02 + i Amin(AA]))
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On the other hand, using ¥ — X = $(1 — 1) = BA(X?2 — X2)ATS, we have
I~ Zlhis >Amin(E)Amin(E) || A = xH)AT|
HA()Z? —X2)ATH HA(X? —X2)ATH
HS > HS

T Amax(02 L + AX2AT) Amax (021 + AX2AT) ~ (02 + 22, Amax (AAT))

max

5
This proves the lower bound. The proof of the upper bound is similar. Note that

T [57(S - )2 E - 9)] < IF - s (02 + e 4i4])) (c1)

max
and

HA()?2 —XQ)ATH HA()?Z —X2)ATH
HS HS

I - Sllus < - < .
)\min(azlm + AXQAT)Amin(U,gIm + AX(?AT) (O'g + xfnin)\min(AAT))
C.2 Proof of Definition 4.12
Define B = AT A. Then, we have
|AD|%s = Tr(DATAD) = Te(DBD) = > D} Bys. (C.2)

Note that if e; is the unit vector with a one in the i*" position and zeros elsewhere. , then
|Bii| = el Be; < omax(B) = 02,4 (A) (C.3)
Combining (C.2) and (C.3) establishes the desired result.

C.3 Proof of Definition 4.10

The proof closely follows that of (Zhou et al., 2024, Lemma 4 and 5). However, we obtain sharper
results with revised techniques, which we present here. For {Al}lel € R™*" D € REXL, define

A1 0 -+ 0 D 0 0
0 Ay --- 0 Lxnl 0 D 0 Lxnl
A= R D= R nE 4
0 0 - 0]F ’ 0 0 0| € (C.4)
0 O Ap 0 0 D
For1 <I<L,let azi denote the it" row of matrix A;. We have
L m m L L m
|AD A = 30 IADAT s = 5033 Do = 35 oD+ 30 S o D -
1=1 =1 i=1 j=1 I=1 i#j =1 i=1
(C.5)
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First note that by using the union bound and Definition 4.8, we have

|alTZ-Dal i[> > Lm (Tr(D) + t1)2

M=
INgE

l

LmPP (|a/; Day;[* > (Tr(D) +t1)2) (C.6)

1

I
—

7

t] t
=LmP (|a Day ;| > Tr(D) + tl) <2mLexp | —cmin l__ ,
S K*d||3" K|l

where K the subgaussian norm of each element of a;; and K € [1,2] is a fixed number. For the
off-diagonal part of (C.5), first note that

Z > la);Dag)*| = Lm(m — 1)) d; = Lm(m — 1)|d||3. (C.7)
=1

=1 i#j
>t>

By Definition 4.7, there exists a constant C' > 0 such that

(ZZL&“DaZJ — Lm(m—1) ZdQ

=1 i#j
L
<CIP>( > laiDa* — Lm(m — 1) ZCF >t> (C.8)
=1 i#j
L m m n
—C’IF’(C Zza{ip( > él,ja{j)Dal,i—Lm(m— 1) d; >t>,
=1 i=1 i#j=1 i=1

where a; ;’s denote the independent copies of a; ;s for 1 <1 < L and 1 < j < m. Define fll as the

m X n Gaussian matrix whose rows are élTl, e ,éle, ie.,
=T
;.
=T
al,m

Also, let fll’\i denote the matrix that is constructed by removing the i*" row of A;. Define

F 0 0
o B 0
F=10 o 0
0 0 FL

where
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DA\ 41D 0 . 0
F = 0 DA[\QAL\QD 0
0 0 Dﬁz\mfll,\mD
and
Vi=[v],.,v0], v:=[a,...,a )
Let Px(-) == P { | /Nll,...,/NlL}. Note that for any event &£, by definition P (€) = E[l¢ | Al Tt
follows that

L
Zia[p( Z alyaz]>Dazz—Lm —1) Zd2

> t2>

=1 i=1 i#j=1
—E |Pj (C’ 7 F?¥ - E [WF?\AH > t2/2> +P|ClE [UTFUM —Lm(m — 1) &3] > t2/2
(C.10)
Note that from Definition 4.8 (with fixed A) we have
P;z (C|TTFT E[FTFU’A] >t/2) <2e cmin r !
- _ v | —
A SUT) =T 1CPKTF 3 2CK2|[F]3
(C.11)

Define the event gmaxsing = ﬂlel nﬁl {Umax(Al,\i) < %(\/m + ﬁ)}? and define Emax = %(\/m—i_
v/n)%. By Definition 4.9, we have that P(Emaxsing) > 1 — mLexp(—cn). Restricted to the event

Emaxsing, We have

B2 = max max owa (DAL AL D) < Bl (C.12)

and

L
2 2
IFllfis = D I Fillfis
=1

M-

m _ ~ 9 L m _ ~ _ _
> |PALAD|| = ; ; Tr [DA[\ A\ i DDA\ Ay D]

N
Il
—
.
Il
—

(C.13)

M-
NE

Tr [ 4]\, A DDA] Ay DD

—
o
)
—
Il
—
-
Il
—

™=
Ms

(Al ADD)? = 33 |47 40D < L (Bl 1B,

N
Il
—
.
Il
MR
~
Il
—
.
Il
R
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where to obtain inequality (a) we have used (4.13) and to obtain the last inequality we have used
Lemma 4.12. Combining, (C.11), (C.12), and (C.13) we have

E Pz <C ‘B’TFB’ ~E[37FvA] ‘ > t2/2)]
(C.14)
<5 . 4t2 2t
exp | —cmin ,
=T SICK [ d2[BmL (Vi + Vi)t 9CK2[d]Z (Vi + v/m)?
Now note that
_ n
PlCE [?TFH\A} —Lm(m 1) &| > t/2
=1
L m m n
=P C|II> D > aDay;| —Lm(m—1)) di| >t/2
I=1 i=1 j#ij=1 i=1
@ 2 - T N2 o )
<mP Z Z a; ;D CNL[J’—L(’I?’L—l)ZdZ- >t/2m (C.15)
1=1 jig,j=1 i=1 )
(b) , t2 t
<2mexp | —cmin 3 5
2
AK*m? HD%m—l)LHHS 2K mHD(m—l)LHz
<2 i e t
mex —Ccmin
—ome IK Lm¥ a3 2Kl ) )

where to obtain inequality (a) we have used the union bound (the distribution for 377, ., lejDQ&L j
is the same for all 1 < iy < m), and to obtain (b) we have used Definition 4.8 for the L(m — 1)n x
L(m — 1)n matrix

D? 0 0

2 |0 D? 0
D= 19 9 0
0 0 D?
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Finally, combining (C.6),(C.8), (C.10), (C.14), and (C.15) we have that

L
) N
P| D IADA] s > Lm (Te(D) + t1)° + Lm(m — 1)||d|f3 + t2 | N Emaxsing
=1

L m
<P Z Z ’a'l—,ril)al,i’2 > Lm (Tr(D) + t1)2
=1 =1

+ P ZZ’a“DalJ| —Lm —1 ZCF > 19 mgmaxsing

=1 i#j
t2 31
<2mLexp | —cmin 2
(Kﬂd@vKWﬂH)
+2C i " i
ex —Ccmin ’
p SIC2K 2L (Vi + v/m)! ICK? |3 (v + v/m)?
2 —cmi )
+ 2mexp | —cmin <4K4Lm3||d2||%7 2K2Lm2|d2||oo> 7

for some constants ¢ and C. On the other hand,

L
P [ D I1ADA s < Lm(m = 1)||d]I3 | N Emaxsing
([Zzyahpam ~ Lm(m —1) ZdQ t] mgmaxsing>
=1 i#j
SIP’([ > laiDag|* — Lm(m — 1) Zd2 ]m?maxsing>
=1 i#j
BLCZ KA @ [3mL(v/n + /m)* 9CK2[d]Z,(vn + /)2
. ( 2 t )
+ 2mexp | —cmin , ,

I=1
L
<2C exp —cmin( " z )
4K Lm3||d?|)3’ 2K2Lm?||d?| s

for some constants ¢ and C.
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C.4 Proof of Definition 4.1 and Definition 4.2

Proof of Definition 4.1. Let m < m’ be two positive integers and consider two scenarios of our
speckle noise model:

y =4 Xow;+ 2z, forl=1,... L.

C.16
Yy, =A X,w, + 2], forl=1,..., L. ( )

where we have independent w; ~ N(0, I,), w; ~ N (0, I,), z; ~ N(0,0.1,,), and z; ~ N(0,0.1,,).
We would like to show

Rg(Ck,m’,n,az) S Rz(Ck,m, n,az). (Cl?)

Indeed, for each 1 <[ < L, we look at each component of vectors y; and yl’: For 1 <7 <m and
1< <m,

i =Y ALijTojwi; + 2, (C.18)
J

yz,i’ = Z A27i/j$07jw27j + le,i" (Clg)
J

For1 <1 < L, let yj|,, denote the truncation of the m/-dimensional vector on its first m components.
Let &, denote the collection of all estimators for the first scenario, let &’ , denote the collection
of all estimators for the second scenario, and let &, C &, denote the subcollection of estimators
for the second scenario that only use the information of yﬁm for 1 <I<L.
In these two scenarios, we construct estimators Z(yi,...,yr) and &'(y},...,y7), and we can
always view Z(y1,...,yr) as a special case of &'(y], ...,y ) where we only use the information of
the truncations ¥/ |m, ..., Y7 |m. Therefore

it sup E[|Z(yr,-. ., y1) -zl
TESm ,€C)

= infsup B [[|2' (i bn, - ¥ bn) — 2ol (C.20)
x Eéam moeck

> _inf sup E[|#(yl,. - u5) — @oll3]
m’eé’m, 2, ECy

and (C.17) follows. ]

Proof of Definition 4.2. The argument here follows closely the proof of (Malekian et al., 2025,
Lemma 3.1). Consider two scenarios of our spec6 e noise model:

y =4 Xow; + 2z, forl=1,..., L.

r_ ry _ (C.21)
yl —AlXowl + Zl, fOl“ l — 1’ o e ,L.

where we have independent w; ~ N(0,1,), w; ~ N(0,1,), zi ~ N(0,0.1,), and z; ~ N(0,07,1,,)
with ¢/, > 0, > 0. We would like to show

Rg(Ck,m,n,Uz) < Rg(Ck,m,n,a;). (0.22)
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Let Z(y],...,y}) be any estimator for &, with observations yj,...,y7. Note that conditioning on
Ay, ..., AL, we have
d
(Y15 yL) = (Y1 + w1, o, YL + ur), (C.23)

where uy, ..., uy, are i.i.d. N(0,\/0? — 02 - I,;,). It follows that

[ R i e N e T A W

E C.24
- - (C.24)
Furthermore, if we let Ey denote the conditional expectation Ey[-] := E[- | Ay,..., AL, y1,...,YL],
then by the tower rule and Jensen’s inequality we have
B2y +wr, o yn+ur) — 2ol
=E [y [#(y1 + w1, .. g1 +us) — o] (C.25)
> By [y + . yn +ur)] - wollf]
It follows that
sup B [[&(y + wr,..yr o+ ur) - 2ol
ot (C.26)
> sup B [|[By [Bys + .. yn +ur)] - wollf]
x,E€Ck
Now, treating z,(y1,...,yr) := Ey [i(yl +uy,...,yr + uL)] as an estimator of x, using only

the information of yi, ..., yr,, we have for every estimator Z(y, ..., y}) of the second scenario

sup E [y}, uh) — @oll3] = sup B [1Z,(n, . yr) — @ollf] > inf sup E ||, y0) - ol3] .
x,E€Ck x,ECy Z x,eC
(c.27)

Therefore
Rg(Ck,m,n,a;)
1. R 1, R

——inf sup E |2, ...,y}) — 2o|2| > —inf sup E [Hz(yl,...,yL) —a;o||g] > Ro(Chym,m, 7).
n z :I:OGCk n z moéck

(C.28)
O

D Proofs of results of Section 5

D.1 Proof of Definition 5.1

We first establish the lower bound. Let € Ssep. Consider all vectors obtained from « by selecting
k/4 intervals and flip the values of the entries whose indices belong to those intervals; if the value
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is T + 9, switch that to Z, and if the value is  switch that to & + d,,. Denote the collection of all
such vectors by B(z). Note that if Uges.,, B(x) does not cover X it means that there exists
another vector & € XfiMite that is different from all elements of Ssep in at least k/4 intervals, which
is in contradiction with the fact that Ssep, includes all such vectors. Hence, we can conclude that

xiite © Upes,., B(z). (D.1)
Note that N

Blx)= (" D.2

@ = () (D2)

Combining (5.12), (D.1), and (D.2) and assuming that r is the size of Ssp we have

(Ndiv)

r> Nld“' . (D.3)
(k/if)

Using the following classical bounds for (Z)

(B =)= (%)

we have
N, iv N, iv b
(k(}Q) ( ) )2 Naiy | &
- Ndiv eNdA k _( 6]{7 )4' (D5)
(k/4) ( k/iv)‘*

We get the desired upper bound by combining (5.12) and (D.4) with r < [Xnite| as S, ¢ Afinite,

D.2 Proof of Definition 5.2

As we discussed in Section 5.3 we have

Po ~ ®i21N(0,5; () = N(0,57' () (D.6)
where
S = Si(@) = (02 Ln + A X2A) (D.7)
and
3 (x) = diag (X1(), ..., Xr(x)) . (D.8)

Using Definition 4.4, we condition on Ay, ..., A, with A} = 3(x;) ™!, Ay = B(x;) 7, to get
[ det ¥(xj)~!

KL [ F2)) =5 1108 qor s 1
7

—mL+Tr (z(a:j)z:(wi)—l)

_log det B(x;) "' S (x;) + Tr ([z(a;j) — 3(x;)] E(wi)lﬂ (D.9)

N~ NI~ N~
r |

—logdet =(x;)E(x;) " + Tr ([E(acj) — 3(x;)] E(wi)_l)] .
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In order to find an upper bound for the KL divergence, we use the mean value theorem. By applying

the mean value theorem to log det X(x;)X(x;)~! and defining A, as the ¢'" eigenvalue of the matrix
S(x;) "7 (B(w;) — () Ba;) "2, we obtain

— logdet 2(z;)2(x;) "t = —logdet [2(3%)’1/22(@)2(93,‘)71/2}

= _ logdet [Z(mi)_% (S(a;) — B(w:)) Sas) 2 + JmL}

mL mL )\2
= _ Zlog(l + ) @ _Z (Aq _ 2( q > (D.10)
=1

— 1+ /\’q)2

L L mL )2
= Tr (2($i)_5 (B(xj) — B(xi)) 2(931.)—5) +y
i=1

q
2(1+ X2
where to obtain (a) we have used the Taylor expansion for log(1+ ), and defined A} as a point be-

tween zero and \,;. Note that this eigenvalue can be negative. Since we have Tr ([E(mj) — ()] E(mi)_l)
Tr (2(5{:2)_% (B(xj) — B(=xi)) E(mi)_%>, by combining (D.9) and (D.10) we obtain

mL

)\2
KL(Py, || Pa,) = ) m. (D.11)
=1 q

Since \j can be a negative number, in order to obtain a useful upper bound for KL(Pz, || Pz;) as

is required by Fano’s inequality we need to find an upper bound for |A;|. But since this quantity is
between zero and A\, we can bound |),| instead. We have

(B (B(e) - 2(0) 2w H)|
Omax (2($]) - E(ml))
Omin (2(;))
(2) Omax (E(wj)_l - z(ml)_l)
" omin(B(24)) Omin (Z(@3) 1) omin (B(x;)71)

(D.12)
maxi<i<[, [Umax(g,z]m + AleQAlT):| maxi<i<[, [Umax(Ale?AlT — AIXJQAIT)

N Omin (B(2i) ™) Omin (B(z;) 1)

[03 + T MAXT<IL )\max(AzAzT)] maxi<i<r, Amax (A14]) | 2:° — 23|
<

i

2
(0’3 + x?nin minlSlSL )\min(AlAlT))
where (a) follows from Definition 4.11.

As we discussed before we would like to use our upper bounds for KL(Pg, || Pz,;) for the
Fano’s inequality. Hence, in the rest of the proof, we assume that x;, ; € Seep. This implies that
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|lzi — @j||oc < 6. Hence, we can simplify (D.12) in the following way

[0—2 + x?nax : Emax] * Frnax

(Ug + 35‘2 . E‘min)2

min

: 2$mamei - m]HOO (D13)

A (B@) 7 (B(y) - B(a0) E(mi)_é)‘ <

< [Uz + xIZHaX : Emax] - Ermax

02+$2 'Emin 2
z

min

- 22maxOr- (D.14)

2+ : x'E ax |*Ema
[oz(agj; mb:in)gm - 2Zmaxbr < 3, we use (D.11) to get

min

Hence, choosing 4, such that

mL Ag mL )
KL(P; || P)) g; eSO < ;)\q
~Tr (z:(mi)‘1 [B(z)) — B(xi)] B(w:) ™" [E(a;) - E(wi)]) (D.15)

2
2 2 T
(UZ + Tmax maXlSISL )‘maX(AlAl )) L 2
: S s
<U§ + x?nin minlglgL /\mm(AlAlT>> =1

where to obtain the last inequality we have used Lemma 4.14.

E Proof of technical results

E.1 Proof of Lemma 7.1

As stated from the beginning of Subsection 7.1, without loss of generality, we may assume C €
Fabkn With @ = Tmax — Tmin and b = 1. Namely

IN;. (C)| < ((xmax — mmin)??,)k. ED)

5net
Fix a general z, € Nj, ., (Cy). For 1 <[ < L, define the matrices
As. 1 = o2Im A Xo] € Rmx(m—m)a By = A;rz,l (El(:’i()) - El(mc))) As.i € R(m+n)><(m+n), (E.2)
A,. = diag(Ag. 1, ..., Ag. 1) € RMXMEIL B — diag(B,,..., B) € RE(mHmxLimtn) = 2

In view of the notations (7.6) and (7.14), the above display provides us with the following identities

A, Al =371 B=A]l (f: - 20) A, (E.3)
Define the L(m + n) dimensional vector, @' = [2] /o.,w/,...,2] /o, w]]. Tt follows that
il (i — 20) 7 = @' Bw. (E.4)

Then, conditioning on Ayj, ..., Ar, by the Hanson-Wright inequality (Definition 4.8), we have

< t? t
P& BW — Tr(2; (2 — 2))| > t} < 2exp | —cmin , . (E.5)
oo 4| Bl 2[ Bll2
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We simplify the above using upper bounds on || B||gs, || B||2. In view of (7.12) we bound ||Bl|2 as
L
| B2 = max (HBlH?)l:l

< (O'z + x?nax 1121822 Umax(Al)2) max Omax (Zl(io) - 2l(mo))

1<I<L

(E.6)
< (0’3 + x?naxEmaX) fgfg‘L(amaX(El(io» + Omax(X1(x0)))

= (02 + 22 Bimax ) 108X ({min(Z1(@0) ™)} + {omin (Z(@0) ™)} ™) < Crmr.

where the last inequality followed by noting that on the event S in (7.3) we have for each x = x,, Z,
amin(El(w)’l) = O'g + O'min(AleAlT) > Uz -+ x?njno'min(AlAlT) > O'z + 22 FEupm, 1<I<L.

min

Next, using the identity || B|/}g = Tr(B?) we get
IBlls =[5 (8, - 2.) 5, (8, - 2,)]. ©7)

which we have defined as 2. Hence, conditioned on the event S in (7.3), we simplify (E.5) to get
P (1B BB - (2, (B — )| > 1] 5] < 2exp [ —cmin £t ) (E.8)
© - 4% 2C m o,

To extend the above probability statement for all possible choice of &, € Nj,, (Cx) we use an union
bound argument.
The above implies that by choosing t = bjv 2 + b as defined in the result statement, we get

P [W;TB?U LTSNS — )| > ¢ for all , € Ny, (ck)‘ 8}

2 /
S ek log(Bzmax\/ﬁ/(snet) exp —cmin b717 671 S 6_6k 10g(3$max\/ﬁ/5net), (Eg)
4°2Ch m,o,

for some constant ¢ > 0. In view of (7.3) and P[A] < P[A|S] + P[S¢], the above display implies

3zmax V1

P |6 B®W — Tr(X,; ! (Z, — )| > t for all Z, € Ny (ck)} < oklog () | en

net

E.2 Proof of Lemma 7.2

Our entire argument is conditioning on the high-probability event S in (7.3). We will explain at
the end of the section how the conditioning is removed to get the final result. In view of Lemma
4.11 we first note that

~ o~

o S-1_ -t maxi<i<r, |Omax(A4 X2 - xX2)AT
maX(o o> 1_1_L{ ax (A (X5 o)l)]

Tmax(Zo = 2o) < -1 <1 < S-1 s —1
Omin (20 ) Omin (20 ) Omin (20 ) Omin (20 )
maxi <L )\maX(AlAlT)HEEg B 5c27”oo 2Emaxxmax5net E.10
y 2 2 . T 2 — (0.2 +m2 . 'Emin)2 ( . )
(O-'Z + Lin N1 << Amin(AlAl )) z min
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In view of omax (S, 1) < 02 + 22, Fmax, for any 1 < ¢ < mL we use the last display to get

S S ’ < Omax <20 - 20) < [0- +xmaxEmaX] . Emax

< - 2 maxOnet (E.11)
O'mjn(zo) (0-2 +5Umm . Emin)2 maxYne

with probability 1 — Le™“". Summing up over 1 < ¢ < mL and using triangular inequality, we have

[U + xmax } Emax] : Emax

e[, {(Z, — )| < mL- R . (E.12)
(02 + :Emln ’ Emin)

To bound the term |7 (£, — 2,)¥], we again use (E.10) to get

O ~ —>T - 2me mxén —>T >
’ (2 > ) ‘ < Omax (ZO—EO> yTy < 5 axmaxOnet 2yTy. (E.13)
(U + xmln ’ Emin)

We use the following lemma to bound g ' 4. A proof is provided at the end of this section.

Lemma E.1. For t > 0, we have

P (,HT@’ >mL {Emaxa:%ﬂax +o } + t)
E.14
12 t (E-14)
AmL (02 + 22 Funae)” 2 (02 + Thhax - Bmax)

< 2exp | —cmin + Le™“".

We choose t = CmL [03 + 131211ax . Emax] for a large constant C' > 0. Then, in view of Lemma
E.1, we we continue (E.13) to get that with probability 1 — Le™“" — exp (—cmL) the following holds

—> < e —> 2 x5 E X
‘yT (20 - Eo) y‘ < ;Uma e 5 - 2mL {U + Imax : EmaX} : (E.15)
(U + xmm ’ Emin)

Together with (E.12), we conclude that with probability 1 — Le™™ — e~“™¥ that

[U + $max . Emax] : Emax

‘HT(EO - i\:0)@’ - Tr(zgl(zo - i\)o))’ S 2mLxmax5net 2 . (Elﬁ)
( + wmln ' Emin)
As MmLZyaxOnet - [o2 (+§;“ax E“g"} E)rg“’" < MmLyet (Cm.o. )? we get the desired result.
wmm min
Proof of Definition E.1. Define
My=Al A, 1€[L], M =diag(M,..., M) e RE(mTm)xLimtn) (E.17)
_)T [Zl /Uz7w1rv"'7z—Lr/o—Z7wI] ‘
Then we can write y Y= W MW" To obtain a tail bound, we first recall ¥ = [y1,...,yz], and
observe that by conditioning on the event S as in (7.3), we have for each [ =1,..., L,

E[yl—ryl | S] = Tr [XOA?—AIXO] + mag <m <)\max(Al Al) Tiax + 0 ) <m (Emaxx?nax + O'i) .
(E.18)
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Then, by the Hanson-Wright inequality (Definition 4.8), we have conditioned on the event S that,

t? ¢
P <@’T§’ >mL (Em KT+ af) + t‘ S) <2exp | —cmin , , (E.19)
i 1M s (1 M]]2

for some constant ¢ > 0. To bound the terms || M ||us, | M ||2, we note that on the event S,

El’[laX7

max

IM||2 = 1121&}{ | M2 < a —}—xmaX 1I<nlaux )\maX(Al A)) < O' + 22

(E.20)

L m L
||M||HS - ZTI“ Ml < ZZ 22 Ml < Z max Ml < Lm (U + xmaxEmax>2>
=1 =1 im1 P

where the inequality 37, Tr(M?2) < S5 S A2(M)) follows from the fact that rank(M;) = m
and there are at most m nonzero eigenvalues. Finally we remove the condition on S by using
P[A] < P[A|S] 4 P[S¢] with P[S¢] < Le™“" from (7.4) to get the desired result.

O

E.3 Proof of Lemma 7.3

The proof here is the similar to that of (Zhou et al., 2022, Lemma VIII.4) with minor differences,
which we point out below. Recall that,

F(&@) — Flao) = {— log det 3, + Tr (igz;)] - [— log det 2, + Tr (20201)} (E.21)

- [1og det 3, — log det 20} FT([S, - S50 Y (E.22)

1o/~ _1
For 1 < g < mL, let \; denote the g-th eigenvalue of X, (Eo — 20> 3 %, and Apax = maxi<g<mI |Aq-
Following the proof strategy of (Zhou et al., 2022, Lemma VIII.4) we can show that

det S e T (BNE - B0 (S, - 5)
o8 oy < T (20 2 (20 - 20> 5, 2> - TR S (E.23)
We will use the following inequalities to bound Xmax, on the event S.
o |=5 2 = maxi<i<p |AIX2A] |2 < 02 + 22, maxi<i<f, Omax(A4]) < 02 + 22, n.
e Using ||E|| ™! = o (E™!) for any invertible matrix E, for a constant C, we get
12| 7t = 0% + 1rSnli§nL Omin(A4X2AT) > 024+ 22, 1r<nliS1r1L Omin(A41A]) > 0%+ 22 Fin

||§]OH_1 = Ug + 1I<nli<nL Umin(AngAlT) > Gg + :Urznin 1I<nli<nL Jmin(AlAlT) > ‘72 + x?ninEmin-

~ _1 - _1 ~ _1 ~
Using Amax = |20 ? (B0 — Bo)Eo *[l2 < (1B = Zoll2[|20 213 = [[Z0 — Bol2[| 25 ]|2, we get

~ ~ _ 0' + x2 Erax
Amax < ([Zoll2 + [Zoll2) 1252 < 22+r§—aXEfd < Cnm.o.- (E.24)
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E.4 Proof of Lemma 7.4

For the first term f(Z,) — f(&,), using an argument similar to the proof of Lemma 7.3 we can show

f(io) - ?(io) S 2(

(S8, -85 (5, - 5, E.2
™ (5B - 205 (3, - 5) (B.25)

P RO |
where |A\pax| is the largest absolute value of eigenvalues of ¥, 2 (X, — 20)2& * and with probability
at least 1 — Le~“". Choosing dne; = 228=, and noting that [Amax| < [[Zo — o225 |2, we get

@ omax(Z5" = 5, )25 2
Umin(igl)amin(igl)

0+ 2k E X

- ma); max Omax (AI(X2 XE)AIT> < Cn,m,az '$maxn6neta <1
02+ 22, Eyin 1SISL
min

| Amax| <

where in (a) we have used Definition 4.11.

E.5 Proof of Lemma 7.5
Pick an x, € N, (Cr). Define d = 22 — x2 and D = diag(d). In view of the above, we have

ldlloo < Thaes  [1d]l2 < 4070 [1To — @o|l2- (E.26)

Then using (4.12), as n > 4m, conditional on the event S in (7.3), we get

L n
Pl D IAXE = XA s < Lm(m—1)Y df —t||S
_ i=1
t? t
< —¢-mi (E.27)
=P o <K4m;1nax|$0 mOHQWLLTL27 K2 maxn>

¢ ¢
+ 2mexp | —cmin —
<K4Lm3xfn |Zo — xo|3 Kme?naX)

x|

Choose t, = C'logm <x12naxH%0 — Xo||2nV mL\/k log W + 24 nklog W) for a
large constant C' to be chosen later. Then, the above display implies for a large constant C

Cl lOg (zmax— zmm)n

L
P IARE - X2)A] Ifs < Lm(m 1 Zd?—to <

=1

Then using an union bound over the total possible choices of &, € Nj, ., (Ck), with [Ns, . (Cr)| <
(M) as in (E.1), we get that as C is large enough,

(Snet

P Z 14;(X2 — X2 A/ ||As < Lm(m — 1) Zcﬁ —t,| for any &, € N, (Cp)|S| < e 2klosm,

=1

o1



Then using P[B] < P[B|S] + P[S9], with B as the event Y5, [|A;(X2 — X2)A ||3s < Lm(m —
1) Y% , d? —t,, and the fact P[S¢] < Le™“" as in (7.4) we conclude that P[B] < e~ 2Flogn 4 [e=en,
This implies our the desired result.

F Comparison to the fixed forward operator model

F.1 Proof of Definition 2.14

The proofs in this section uses a similar approach to the proofs in Section 7, with the key mod-
ifications Ay = --- = A, = A. To proceed with the details, we first define the notations we use
throughout the section, and then point out the differences with the proofs in Section 7. The proof
of the related technical results, particularly Lemma F.1, Lemma F.2, Lemma F.3, Lemma F.4,
Lemma F.5, follow from the proofs of the results in Section 7 by noting that the related proof
in the multilook setting uses bounds on the singular values of the sensor matrices Ay,..., Ay, for
which we used a common bound that also holds true for the fixed measurement matrix A. In
addition, of results in the fixed sensor case provide guarantees with a higher probability as we do
not need to have a uniform control of the singular values of the sensor matrix, as required in the
independent multilook setup. This will also hold true for the subsequent results. We omit the
technical details.

Similar to before, we will show the desired upper bound is achieved by the maximum likelihood
estimator, over is the class of all possible signals C

L
-1
%, = argmin f(z), f(z)= Llogdet (agfm n AXZAT) +3 ) (agfm n AXQAT) v (F.1)
xeC =1

For the entirety of the analysis in this section, we will restrict ourselves to the following event
Sﬁx = {A : Umin(AAT) > Eminy Umax(AAT) < Emax} y (F2)

where Enax and Fhny, according to the following rules

e Case I (n > 4m): We will choose Enax = 3(v/n + /m)? and Eyin = 1(v/n — ym)?%. In
that case the event Sgy satisfies Esing C Spix, Where Egng is given as in (4.8). This implies
P [Shx] > Pl&ing] > 1 — e~ for some constant ¢ > 0.

e Case IT (n < 4m): We will choose Enax = %(\/ﬁ + /m)? and Eny, = 0. In that case
the event Sgy satisfies Emaxsing € Shx, Where Emaxsing is given as in (4.6). This implies
P [Shx] > Pl€maxsing] > 1 — e~ for some constant ¢ > 0.

Consider the following notations for simplifying the presentation. Let X be the inverse of the
covariance matrix [ [ylle|A} given by
Y =3(x) = (621, + AX2AT)! (F.3)

Define the vector 3 € R™F and block-diagonal matrix 3(x) € R™EX™L a5 the collection of all the
observations and the inverse covariance matrices over different looks

7=/, ul)T, Z(x):=diag (S(x), .. 5(®@)), Zo=3(x,), Zo=3(d,). (F4)
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In view of the above notations, we can rewrite the negative log-likelihood in (F.1) as
f(@) = —logdet(E(x)) + ¥ ' B(x)Y (F.5)
Now we proceed with the proof. Since Z, is the minimizer from (F.1), we have
f(@o) < f(=o). (F.6)
For a fixed x, define f() as the function of conditional expectation of f(x) given A
F(z) = E[f(x) | A] = — log det &(z) + Tr (E(m)E(mo)_l) . (F.7)
Simplifying the expression for f(Z,) — f(x,), with the above notations, we get
f(@o) = f(o)
g7 (i - 20) 7-Tr [201 (f; - 2)] +Tr [201 (f; - 2)] — log det(,) + log det ()

~7 (Z0-%) T -Tr [2;1 (2 - 2)] + T (o) — F(o). (F.8)

Therefore, in view of (F.6) we get

T (B0 %0) T = Te(57 (B0 — 20) 2 Fl@o) — (o). (F.9)

Our following approach is to find an upper bound for the left side in terms of ||Z, — .||, and a
lower bound for the right side in terms of ||Z, — @,||,, and simplify the inequality to get an upper
bound for ||, — ,l|,. We will use the following notation, similar to (7.12), for a constant ¢ > 0

2 2
05 4+ i ax Emax
-
o g +x Eoin

min

(F.10)

Cnvmﬁz - C(”? m, 0z, Tmax, xmin) =cC

Establishing an upper bound on ¥ ' (X, — £,)% — Tr(Z; (2o — 2,)): We use the same d-net
argument as in Section 7. Consider a d-net of the set Ci, denoted by Ns, ., (Ck), with the choice of
dnet to be discussed later. Define &, as the closest vector in Nj,, (Ci) to x,, i.e.,

To = argmingey; ) 1Zo — |2 (F.11)
We will use the following notations for the rest of the section

3, =X(Z,), X,=diag(Z,), X,=X(x), X =diag(Z), e Ns,, (Cp). (F.12)

Then in view of triangle inequality we get

< ]@’T(io ST - TSNS, — zo))\ i ‘@’T(io ST - T(ENE, -S| ®.a3)

o

We use an union bound argument to control the first term above, uniformly over all choices of
& € Ns,..(Cx). This is done in the following result, which is the fixed A version of Definition 7.1.
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Lemma F.1. Consider the definitions in (F.4) and (F.12). There exist constants ci,c2,c3,c4 > 0
such that the following holds with probability 1 — =" — =1Lk log((@max —Tmin)n/Onet)

‘gT(io T - TSNS, - 20))} <OVZ 4V, forall & e N (Cp),

where, with the notation in (F.10), b1, b}, 2 are defined as

by = 03\/k: log <($ma’<_xmm)n)7 b, = c4Cpm.o. ki log ((xmax — ﬁUmin)n) .x?nax’

(Snet 6net

(F.14)
F =Tr(S; 1S — )2, (B0 — Bo)).

The following result, a counterpart to Definition 7.1 for fixed A, controls the final term of (F.13).

Lemma F.2. Let C,, , . be as in (F.10) and denote by = (Cy im0, )*mLdnet. There exist constants
c1,c2 > 0 such that the following holds with probability 1 — e~¢1" — e~c2mL

T (5 - 27 - TH(Z, (0 - 50))| < b
Combining Lemma F.2 with Lemma F.1, in view of (F.13) we have

‘zﬁ(zo ST - TS, - 20))) <OVZ A+ Y+ by (F.15)

Establishing a lower bound on f(Z,)— f(x,): To find the lower bound, we use the decomposition
F(@o) — f(mo) = F(Zo) — F(&o) + f(To) — f(ao), (F.16)

with Z, as in (F.11). The first term, f(Z,) — f(Z,) can be bounded by C, 1.0, TmaxNnet using the

fact that &, is chosen to be at most dye distance away from #,. We bound f(Z,) — f(x,) using
the following result, which is the fixed A version of Definition 7.3.

Lemma F.3. Assume that 021, + A)ZEAT and 021, + AX2AT, are invertible. Then,

F(#) — Flx 1 (-1 15
F@0) = Flao) 2 e (21E - 2%, (50 - 20)). (F.17)

. Moreover, Amax < Cp om0,

N

- 1. _
where Apax > 0 is the maximum singular value of ¥, 2 (X, — 3,)3,
on the event Sgyeq in (F.2).

The following result, a fixed A version of Definition 7.4, controls | f(Z,) — f(Z,)| for a given dpes.
Lemma F.4. [f(Z,) — f(Zo)| < Crm.o. * Tmaxnet < 1 with probability 1 — e~ for some ¢ > 0.
Combining the above results, in view of (F.16) we have, with probability 1 — exp(—cn),

(Zo) — () > (%i)? —1. (F.18)

Y
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Simplifying the quadratic inequality: Combining (F.18) and (F.15), in view of (F.9), we have

o4
P [(2 <UVZ +V +be+1] >1— e~ CLLR108((Zmax—Tmin)n/dnet) _ =N _ oy (—emlL) .

Cn7m7o—z )

(F.19)

Rewrite the last inequality as az?—bz—c < 0, with z = V%, a = m, b="b1,c=0b+ba+1.

As z =V Z > 0, 22 is smaller than the square of the positive root of az? —bz — ¢ = 0, which implies

2
P (—b+\/b2+4ac> - (—b+\/b2—|—4ac> <b+\/b2+4ac) G

- F.20
2a 2a 2a a’ ( )

where the second inequality followed as a, b, ¢ > 0. Using the notations from, (F.10), Definition F.1
and Definition F.2 we get

b b max — “'min
o@p S 1 * 2 = (Cn,m,az)Q <C3k10g <($ & )n> : x?nax + (Cn,m,Uz)ZmL(Snet> . (le)

a Onet

Choose dpet = 2= and recall mL < n*klogn from Definition 2.14. Then, from the last display we
use (F.19) to get for a constant C' > 0

P|Z <C - (Chmo.)*klog n] =1-0 (n_CkL + exp(—cn) + 2 exp (—cmL)) . (F.22)

Finding a lowerbound for Z: In view of Definition 4.14, using the block structure of X, f)o
given in (F.4), we have on the event &g,

=T {2;1 (i - 20) »-1 ('i: . 2)]

= LT [(S(20) H(S(@o) — B(o)) S(0)H(S(@o) — S(ao))] (F.23)
> L 5 HA(}?Z —Xg)ATH2 ,
(Cnmyo.)? (Ug + wlzllaXEmaX) HS

where Cy, . is as in (F.10). The lower bound on 2 is completed with the following lower bound

~ 2
on HA(Xg - XE)ATHHS. The result is the fixed A and L = 1 version of Definition 7.5.
Lemma F.5. The following holds true with a probability 1 — exp (—2klogn) — mexp (—cn)

IAXE = XA |Ifis
>dm(m — 1)z, | To — xo||3 — 4022, || To — x0|2 log my/mny/klogn — Ca . nklogmlogn.

Final upper bound on ||Z, — z,||3: We combine (F.23), (F.22), and Definition F.5 to summarize
the above in terms of the following quadratic inequality with respect to ||Z, — @,||2, that holds with
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a probability 1 — O (n*CkL + exp(—cn) + exp (—cmL))

al|Zy — 0|3 = b||Zo — Tol|l2 —d <0

Cym(m —1)z2 . - Cox2 , .nlogmy/mklogn

a =

(Cn,m,vz) (02 + 22, ax Bmax)?’ (Cn,m,az) (02 + 2 0x Emax)?’ (F.24)
Cszt  nklogmlogn o klogn
d= [Hax +C - (Chmo. :
C- (Cn,m,sz)Q( 0z + x?naxEmaX)Q ( o ) L

In view of an argument similar to (7.22) we have with a probability 1—O (n*CkL + exp(—cn) + exp (—cmL))

1, d _ Csxy,, klogml C 4 k1
L@, — a3 < L < Cotmas KlogmIoBN  (Orinon) (02 & Py P hloBT. g
n na o m nm L
This implies, in view of L(|&, — z,[|3 < 22,
e 2 C3xmaxklogmlogn (Crm,o.) (02 + 3 0x Emax)*k log n
*Hwo_onQ > 2 m2 + 2L
min
+ C122,,. (0" + Lexp(—cn) 4 exp (—emL)). (F.26)

As [|Z, — Toll2 < Onet < 8= from the definition in (7.13), we continue the last display to get

2 2
mm m nm4L

4
[Hl'o —930||2} <20, { v klogmlogn N (Crmo. ) (02 + 22, Frmax)*k logn

2
x
+ 22, (n*t + Lexp(—cn) + exp (—emL)) + ;;%X } (F.27)
Note by our assumption logm < n. Therefore the first term has a slower growth rate compared
to the second term.
To summarize, we have in the regime n > 4m, or in the regime n < 4m but o2 > m that

(F.28)

RE(C7m7 n? 0—2) = O"Etnin,ﬂfmin (maX(U n ) klogn + klogmlogn) .

m2n L m?2

For the case n < 4m, 02 < m, we have by monotonicity of the risk in oz (Definition 4.2) that

+ max(m?,n?) klogn  klogmlogn
< . . . F.2
R (C m n 9 ) R (c m n m) O:Bmmvzmm ( an L + m2 ( 9)

Combining these, we have

4
" o max(c?,m? n?) klogn klogmlogn
RQ(C7 m7 n? O-Z) - O$min7xmin ( m2 L + m2 ° (FSO)
When max(i;: i )M%g” > klog mlogn or equivalently max(o?, m2, n2) > nLlog m, we have
max(oy,n”) klogn
R;(C,m,n,az) = Ozpin @min ( 77(12 ) Lg ) . (F.31)
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F.2 Proof of Definition 2.15 in the case n > 4m

The proof follows the same approach as in Section 5 and the only difference here is the argument
in bounding the KL divergence and f3,. We shall point out the difference in below.

Let A=Ay =--- = A, be an m x n Gaussian matrix, and let X, Xﬁnite,Ssep, r, Ngiv, o and
dr be chosen as in Section 5. In place of Definition 5.2, we have (with the same proof)

Lemma F.6. Denote Enax := Amax(AAT), Enin = Amin(AAT). On the event Esing, defined in

o |02422  Emax|-E
(4.8), if [o2 — masx] X TmaxOr < i, we have for all x; # x; € Ssep
(Ug‘i’xmin'Emin)

(03 + xrzllaxEmaX)
(0'2 + $2 Emin)

min

KL(P,. || Py.) <2 2LAX2 X2AT2
(s, || Pa) < L Ao - xpaT||

where X; and X; are diagonal matrices corresponding to the vectors x;, x; € Ssep.

We now apply the upper tail bound of Definition 4.10 for the case when L = 1 to find a
2

A(X? - XJZ)AT‘ i We set d; j == x7 — ar;?, and define D; ; =
diag(d; ;). Choose We choose the following values of ¢1;; and ta; ; to apply the upper tail bound
in Definition 4.10

t145 :=Ch (xmax sz — asz2 V1og(mr?) + Tmax HazZ — ijOO log(mr2)> :

ta :=Cp, logm <a:fnax H:I:Z — :DjHZ \/m(\/ﬁ +v/n)tlogr? 4+ 22 Ha:, — a:jHio (v/n + v/m)?log 7‘2> ,

deterministic upper bound for L )

where Cy, and Cy, are two constants. In view of the above definition, consider the event

Eat = () [IAKE = XA s < mt3; +mm = 1)ldig 3+ t2.5] (F.32)
1<i<j<r

Using the same argument as in Subsection 5.4, we have

P(EGep1 N gmaxsing) < r?exp {—C~' (log(er) + (logm)(log r)) } , (F.33)
and for sufficiently large Cy,, C},, we have

P(Egept N Emaxsing) > 1 — — 2mexp (—cn). (F.34)

(rm)®

In view of the above, on the high-probability event Egcp N gmaxsing, we have for each 1 <i < j <r,

2
5+ 125

2
HAZ(Xf - X?)AZTHHS <mti,; ; +m(m —1)||d;;

k
+ Clogm a:?naX”Nn 53\/m(\/m+\/ﬁ)4logr2+53(\/ﬁ+ vm)?logr? |,
div
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Hence, restricting to the event Egcp N g’maxsing N Esing, together with Definition 5.2, we have for
constant C := C >0

Zmin;Tmax

Br = 1<r{1<ajx<rKL(IP’ | P;)

(03 + :cmax . Emax)2 L

2
<2 1 e [Jacke -t
(02 + a2y, - v — vimp) 1S
S ax(o? 1) ( Ndwé log(mr?) + md? log? (mr?) + m(m — )Ndlvd

+ logmy | ]\IZL 53\/m(\/ﬁ + v/n)4logr? + 6%(v/n + vm)?(log m)(log 72))

Co2m2nLk <log(mr2) n log®(mr?) Ngiy 14 nNgiy log 72 (logm)(log rQ)NdiV>

~ max(c?,n?) Ngiy m mnk km3/(log m)? m?
m2nLk
max(o2,n?)Ngiy

g ®$min7xmax(]‘) 527 (F35)
where the last inequality followed by factoring out 62 and using the following inequalities that are
consequences of Definition 5.1, alongside our assumptions logm O(logn),log L = O(logn), and

there exists e € (0,1/2) such that k& < n'=2 max(o%,m? n?)klogn < m?n'~¢L. Note that the
bound (F.35) is the same as the bound (5.19) for 3.

As a consequence, by Definition 4.3 we have for any estimator Z, the same lower bound

T — x| a? +log2\? /=~ a?
IIE?<XTE [HnZH Zﬁ <1 - /Brlogrg) P (&naxsing N 5dcp1 N gsing) =0 #

max (o2, n?) klog (Naiv/k) max(c?,n?)klogn
:G-Tma)uzmin - GE,Zmaxyzmin :

m2n L m2nL

F.3 Proof of Definition 2.15 in the case n < 4m

The proof follows the same approach as in Section 6 and here we point out the main differences.
This section will primarily establish the lower bound for the sub-case m > 4n, 02 = 0 given by

— 2

0 —x k1l

R;(Ck,m,n, 0) = inf sup E M = Qe 2T ( 0gn> , m>4n. (F.36)
[ CEGCk n TLL

Then, the lower bound for a general Ug > 0and 4n > m > % follow from Definition 4.1 and
Definition 4.2 by the same monotonicity argument as in Section 6 before (6.2). Note that, in view
of Definition 4.1, for any § < m < 4n, the last display implies

k1
RY(Cr,m,n,0) > R(Cryn/4,1,0) > R5(Chy4n,1,0) = Qe e ( = ”) . (F.37)
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By the same argument as in the paragraph before (6.6), in the case 4m > n and 02 > m we have
the lower bound

4
o klogn
Ri(C ,m,n,o,) = ) . Z_. , whenever o2 > m. F.38
2( k Z) Tmax;Tmin (an L ) z = ( )
To achieve a lower bound for the sub-case m > 2,52 < m, we first use that the miminax error is

4%z
non-decreasing function in o, (Definition 4.2) to get R;(Ck,m,n,O) < Rg(Ck,m,n, 0,). Then, to

achieve a lower bound to R;(Ck, m,n,0) we combine the lower bounds in (F.36) and (F.37) to get

m?  klogn klogn
R2(6k7 m,n, 0) = QmmaXammin <Tn,2771 ' Lg = meaxﬁﬂmin < n% ) . (F39)

Then, for 02 < m, by (6.3) we get

klogn

= < R}(Cy,m,n,0) < R} (Cr,m,n,02), (F.40)

Cy

where C is a constant depending on Zpin, Tmax. Combining (F.38) and (F.39) for the case n < 4m
yields the desired minimax lower bound

max(c?,m?) klogn

m2n L

R;(Ckamvnvaz) - meax,xmin ( ) 5 m > gyo'z > 0.

Now it remains to establish (F.36). We will show this with sufficient statistics as in Section 6.
Define A = diag(4, ..., A) € R™>*"L and note that AT A = diag(ATA,..., AT A). Throughout
the section we analyze the expected loss on the high probability event 8;ing defined in (4.10), where

A=A, =---=A; and AT A is invertible. Then with the same proof as Definition 6.2, we have

Proposition F.7. Consider the case o, = 0 and that the event &£, , holds. Then Ta(y) =

sing
(ATA)"'ATY is a sufficient statistic for the parameter .

By Rao-Blackwell theorem (Definition 6.3), we have,

E [ [6(5) = @oll3 1€hng| = B [[l9(Ta()) — ol 1€ling] -
Therefore it suffices to prove the following lemma

Lemma F.8. Consider the model (1.2) with 0, = 0, m > 4n. Then, there exists a constant C' > 0,

we have £l
. = 2 ogn
inf sup E [Hg(TA(y)) — iUOH2 |€S'ing} >C gn
9 xeCy L

The proof of Definition F.8 is the same as that of Definition 6.4. Finally, it follows from it
follows from Theorem 6.3 and Definition F.8 that

— 2
—H(s(y)—a:oHQ > inf sup E
8 zeCy n 6 zeCy n

lo(Ta(@) — 23| ., (& ):Q<’flog">.

sing sing nlL
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G Proof of Theorem 2.10

G.1 Proof of the lower bound
For
S =Lz e R : ||z, < ky2; = 0 0r 0 < Tmin < 2 < Trax }
and any S C [n] and |S| < k,
Cg := {:DS c RS 2 < Ti < Tmax,? € S} = [wmin,xmax]|s|.
Also, for a fixed S C [n] with |S| < k, define
S,E%d ={xeR":2;,=0,i¢ S, and z; € [Tmin, Tmax| for i € S}.

In this section, we aim to prove the lower bound, i.e we aim to prove that

k (G.1)
- szaX7xmin <7’LI/> :

First note that by the monotonicity result proved in definition 4.2, we have Ry (S};dd, m,n,k,L,o,) >
Ro(8P94 m, n, k, L,0). Therefore it suffices to establish

RQ(S]?ddamanv k? La Uz)

= 2
12 — x|l

= inf sup E[
n

TER™ moesllgdd

k
RQ(S]E:)dd7 m,n, k’ L7 0) = QJ;IH&vamin <nL> N (G2)

For any S C [n] and |S| < k, since SP4d ¢ Spdd

1@ — 2|3 12 — @l |Zs — 20,51,
— = > inf sup E|—=| inf sup E|——mF =

n ~ ZeRn x,eShid n ZseRl% ¢, seCs n

inf  sup E

TER™ moesl‘?dd

To obtain the last equality we have noted that since we know the exact location of non-zero elements
of x, for any x, € S};‘isd, we have set the value of & to zero at those locations, and have reduced
the problem to estimating the nonzero elements of x,. We now claim that, in particular, if |S| = k,

we have

k
R2(657 m7 n7 kv L7 0) = Qifmax,-fmin <TLL> ° (G3)

Indeed, in this case our model reduces to
Yy = AZ,SXO,S'wl,Sa l= 1, 2, ceey L. (G4)

where A; g is the m x k matrix of whose columns are those of A; with indices in S, X, g is the £ x k
diagonal matrix in which all the diagonal locations with indices in S- are nonzero, and w; g is the
k-dimensional Gaussian vector. Since m > k, we know that y; := (AngAz, 5)*1AZTSyl is sufficient
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statistics (see definition 6.2) and by using Rao-Blackwell theorem (Theorem 6.3), it suffices to
obtain a lower bound for the minimax risk of estimation g from y1,¥yo,...,yr:

y=Xosw g, 1=1,2,.., L. (G.5)

We shall prove this by Definition 4.3. To use Definition 4.3, note that the joint distribution of

y17y27 L) yL is glven by
Py~ o N (0, X2g). @6)

For x,x’ € R", we define the pseudo-metric,
d(0(Py), 0(Py)) = d(z, ') := |l — &']|2. (G.7)

Next, we shall construct an a,-separated set {x1,..., 2, } in [Tpyin, xmax]‘5| = [Zmin, Zmax]*. To
construct this subset, we use the following steps. Using the §-packing defined in definition 4.5 we
have:

Lemma G.1. For any p < g, the k-dimensional Hamming cube {0, 1}k has p-packing number at
_2F

=0 ()
Proof. Let S be a p-packing subset of {0, 1}k. By definition we must have

least with respect to the Hamming distance.

{0,13% C UgesB(, p), (G.8)

where B(ax,p) is the ball centered at & with radius p with respect to the Hamming distance. In
other words, B(z, p) is the collection of points in {0,1}* whose at most p coordinates are different
from those of . A direct counting gives |B(z,p)| < >7 (]:) Taking cardinality of both sides of

(G.8) yields
=3

i=0
This completes the proof. ]

To obtain a simpler lower bound for the p-packing that can be used in our arguments, we assume
that p = k/7 and establish the following lemma:

Lemma G.2. We have Lk/7J > a* for some a > 1.

21—0 (]:)
Proof. Indeed, for p := |k/7] < % since (f )/(k) = 1 _< %, for i < p < k/2, we have

£0)<(obe ) () o) =2

(2

So log Z ( ) > klog2 — plog (ek/p) log2 > k- b for some b > 0. Selecting a = e establishes
the result. n
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Let H < {0,1}* be an |k/7]-packing set with respect to the Hamming distance from Defini-
tion G.1. By Definition G.2, |H| > aF.

Now we aim to use H to create a subset of Cg. Define z := M;m“ We create the subset by
scaling and translation of ‘H in the following way:

Tmax — Lmin _ _ k
caT “H+T={x1,....,2,} C By, <w,q/ I (Tmax — xmin)> N [xmin,xmax]k. (G.9)

Note that this set forms a c% |k/7] -separated set for [Zmin, Tmax]* With respect to the fa-

distance, with cardinality 7 > a” for some a > 1. To use Definition 4.3 set o, := CM\/ |k/7].

It follows from Definition 5.2 (with A; replaced by I,,) that
4

z 2
B, i= max KL(P;||P;) < L2 max ||x2 - XfH
1<i<j<r Ty 1Si<G<r HS
4:/5 o 4ab 1
<X T max H.’I:Z :L'H < 2 (Tpax — xmin)chk < —logr
8 J12 8 )
T in 1<i<y<r 71‘min 10

for sufficiently small ¢ from (G.9). Hence, by Definition 4.3,

~ 2
Ts—x 2 log 2 2 k
lnf Sup E H 5 O’SHQ Z ar <1 B ﬁr + Og ) (‘E’élng) - @ O[T = edfmirnxmax <> '
#seRIS o, geCs n an logr n nL

G.2 Proof of the upper bound

In this section we aim to prove the upper bound. In other words, we aim to prove that

= 2 2 1
Ro(SPY m,n,k,L,0.) = inf sup E Iz = z.ll; = Oz, Tmin L + o:klog(n/k)
BER™ ,, Spad n nL mn
Consider the model
y = A Xow + 2z, forl=1,... L. (G.10)

Define, u; := X,w; ~ N (0, X2). Observe that u; is unbounded, but still k-sparse. If we think of u;
as our new unkown data, the model (G.10) reduces to L copies of classical sparse linear regression
models

=Au+z, [=1,...,L,

where u; € S, = {z € R¥ : ||z[|; < k}. Our strategy for obtaining the upper bound is to first
estimate each uy separately from y;. This is a standard problem in sparse linear regression. We
use one of the classic results for obtaining an upper bound for the minimax risk of sparse linear
regression model:

Theorem G.3. (Verzelen, 2012, Equation (3.9) and Proposition 6.4) Let A be an m x n Gaussian
matrix and z ~ N(0,021,). Consider the sparse linear regression model y = Awu + z where the
unknown signal u € Sk. Then for klog(en/k) < m, we have minimax risk estimate

2
inf sup E [Hﬁ — u||§} =0 (Uzklo;gn(en/k)> .

U uesS
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For each 1 < [ < L, let 4; be the minimax estimator from Definition G.3, and let &2
1 ZlL: L U be our estimator for the unknown signal z, € SP94. Tt follows that

1 ¢ 1 ¢
mez 22 ]: I
=1 =1 5
» i . 2 . 2
<2E AQ—ZZu? + EZuf—mg
=1 5 1=1 )
] . 2 2
2 ~
=—E Z(u%—u?) + —5E <u12—:1:§>
L L
=1 ) =1 5

where for (a) we used (a + b)? < 2(a? + b?) in the vector form.

Since (u? — x2)’s are k-sparse, independent and mean zero, for the second term we have

2

2 L 2 &
2 2 _
L2E lg_l (ul - aco) =1z g_ [Hul — x?

2

2] - 8x2 B [(¢? —1)?] k.
- L

where ¢ ~ N(0,1).
To treat the first term, we notice that by Definition G.3

2

L L
2 . (@) 2 202k log en/k)
DB || (@ -w)| | =z L3E [H“l‘“l\”

=1 ) =1

where for (a) we have used the elementary inequality (a; + -+ az)? < L(a? + - + a2).
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